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1.  Introduction

Preterm birth is a common occurring phenomenon in 
giving birth to pre mature babies. Birth of normal babies 
occurs in between 37 and 42 weeks of Last Menstrual 
Period (LMP) date. The babies born before the above 
period are termed as pre term child. About 70–80% of all 
neonatal deaths are due to the preterm delivery babies1. 
The research has been undergoing in identifying the cause 
for pre–term babies all over the world. The specific cause 
for the onset of labor pain2 is still a greatest mystery in 
medicinal world. The infectious, nutritional status, socio–
demography and psychological stress are the various 
causes for preterm birth2. Obstetric complications3

 

like convulsions, bleeding, multiple gestations and 
hypertensions are some of the high risk factors for causing 
preterm birth. Consumption of liquid, caffeine, smoking 
cigarettes and weather related variationsare also some 
causes in preterm1–3.

Particle Swarm Optimization technique was applied 
to evaluate the most optimized result from a domain 
of solutions. Each solution in the solution domain was 
considered as a particle which represents as one of the 
possible solution. Particle Swarm Optimization approach 
follows the concept of social behaviorism4 of animals in 
tracking down for food. The animals share their finding 
knowledge related to other organisms in the group 
which will turn speed up the process of reaching the 
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target food. The particles on their journey pass through 
intermediate positions which will change the course of 
direction of the particles and helps in reaching the target. 
The intermediate positions are reached by the particles 
by using the cognitive knowledge and social knowledge. 
Cognitive Knowledge5–8 is the personal experience of 
the particle stored in the form of personal best position 
enjoyed by the particle from the initial position till the 
current position of the particle. The personal best of the 
particle will dynamically vary based on the new position 
if the fitness9,10 of the new position is better than the 
existing personal best position. Social knowledge is the 
sharing of knowledge from the other members of the 
group which is passed on to the individual. Two types of 
knowledge sharing namely global best, where a leader is 
sharing the knowledge and a group of neighbors sharing 
the knowledge in the case of local best. In Global best PSO 
the best of best individual’s knowledge is used for social 
component and varies dynamically in each iteration. In 
Local best PSO approach social knowledge was shared 
between a small neighborhoods11 which was determined 
by different types of network structure.

Evolutionary12 algorithmic approach was applied in 
iterating from generation to generation in fine tuning 
the pattern to be extracted which was hidden in the 
data sets. Evolutionary algorithm relies on the concept 
of chromosomes undergoing changes as generation 
progresses. The exchange of genetic material takes place 
between the parent chromosomes. There are two type of 
evolution namely phenotype and genotype. In genotype 
approach evolution of new generation takes place by 
exchange of genetic material between the parents to 
produce the offspring12. In phenotype approach a new 
offspring is obtained from each individual using the 
concept of mutation based on the adaptability of the 
environment. The Patterns are extracted in the form of 
rules13 from the set of best particles in the swarm.

2.  Methodology

Particle Swarm Optimization algorithm was applied on 
the pre–term dataset with the variation on the cognitive 
component of the velocity which undergoes mutation 
based on the environment. The Gaussian mutation was 
applied on the personal best of every individual and gets 

modified based on the environment. New Position of the 
particle at every iteration was obtained from the current 
position using the formula

Pi(t+1) = pi(t) +Vij(t+1)			   (1)

Where Pi(t) is the current position of the particle 
represented in m dimensional solution space and Vij(t+1) 
is the new velocity of the particle.  The velocity of the 
particle is obtained by modifying the current velocity 
with cognitive component and social component of the 
velocity.

Vij(t+1) = vij(t)+k1r1j(yij-pij)+k2r2j(y^j(t)-pij(t))	 (2)

Where Vij(t) is the inertia at the moment, yij is the 
personal best of individual particle iand y^ is the global 
best  of the current  population. The personal best of each 
individual is calculated using the given formula 

Yi(t+1) = 
 

 Pi(t+1)      if  f(pi(t+1)  < f(yi(t)	 (3)
Yi(t)	 otherwise

Where Pi(t+1) is the new position, f(Pi(t+1)) was the 
fitness of the new position and f(yi(t)) was the fitness of 
the previous personal best.The global best particle was 
the social component which contributes for the sharing 
of knowledge among the individuals. Global best position 
was obtained from the following equation as

Y^(t+1) =         yi(t)  if  min {f(yi(t))  < f (y^(t))}	 (4)
                      

 

Y^(t)     otherwise

The course of direction of particles was derived from 
the deviation of the current direction from the cognitive 
component and social component of velocity.

The proposed algorithm where hybridization of 
the particle swarms optimization with the differential 
evolution is applied using various probability distributions 
under mutation. The pseudo code of the proposed 
algorithm is given in Figure 1 where the mutation 
function is performed with Poisson, Gaussian, Uniform 
and Exponential probabilistic distributions.
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Mutated_personal_best_PSO ()

{Initialize a group of swarm particles of ns individuals of 
m dimensions;

While(!terminate Condition())

{ for each particle of the swarm

{ If(f(pi(t) )   <  f(yi(t))

	 Yi(t+1) = pi(t);

               Yi(t+1) = Mutation(yi(t+1));

               If(f(yi(t+1) < f(y^(t+1)))

		  Y^(t+1) = yi(t); }

for each particle of the swarm

	 { Update the new velocity Vij(t+1) using the 
equation  2;

	 Update the new position pi(t+1) using the equa-
tion 1; }

t=t+1; }

Figure 1.    Pseudo code for Mutated personal best Particle 
Swarm Optimization.

Initially a group of swarms are generated by using 
random numbers based on the given data sets. The 
given data set is normalized between the intervals (0,1). 
The normalized data set is used for training the particle 
of swarm for reaching the target of expected optimized 
pattern for classifying the pre–term birth dataset.  The 
terminate state is stopping after reaching some r iterations. 
In each iteration the personal best of every individual is 
obtained using the equation 3. Obtained personal best 
undergoes slight variation based on various Mutation 
techniques based on the environment to improvise 
on the exploration prospects of the particles cognitive 
knowledge by randomly mutating some of the attributes. 
The mutation is given by

Yij(t+1) = yij(t)+ Δs				    (5)

Where Δs is the mutated value of the cognitive 
component of the PSO. Gaussian Mutation is given by 
generating random number for few selected attributes 
using normal distribution between N(0,1).

Yij(t+1) = yij(t+1) + Normal(0,1)		  (6)

The Poisson Mutation is applied by generating a 
random number based on Poisson distribution for the 
personal best attributes based on the equation 7 where λ 
is the mean. 

Yij(t+1) = yij(t+1) + Poisson(λ)			  (7)

The continuous Uniform mutation is applied by 
generating the Uniform distribution based on the 
following equation 8 where a is the lower limit and b is 
the upper limit.

Yij(t+1) = yij(t+1) + Uniform(a,b)		  (8)

The exponential mutation is performed by generating 
random number using exponential distribution specified 
in equation 9 where µ is the mean of the distribution

Yij(t+1) = yij(t+1) + exp(µ)			   (9)

From the mutated personal best of every particle the 
global best is obtained by selecting the best personal best 
of the existing particles. After obtaining the personal best 
and global best of the particles, new velocity is obtained 
from the given equation 2 and new position is obtained 
from the equation 1. The decision support system14 in the 
form of IF THEN rules are extracted from the set of best 
particles of the final population. 

3.  Experiments and Results

Experiments are conducted by collecting the preterm 
dataset of 1052 records each of five attributes and normal 
data set of 1314 records. Out of 1052 records 80% of 
the randomly selected records are used for training and 
remaining 20% records are used for testing. Normal 
datasets are used for validating the rules generated from 
the preterm datasets. After running the above proposed 
algorithm we are selecting the top 10% of best individuals 
and rules are generated from them by identifying the 
minimum and maximum values of each attribute.  Rules 
are generated as follows 

Rule 1: IF (a1,min< a1&& a1,max> a1) THEN  class = pre–term.
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Rule 2: IF (a2,min< a2 &&a2,max>a2) THEN class = pre–term.

Rule  n : IF (a1,min<a1&& a1,max>a1) AND (a2,min<a2&&a2,max>a2) 
AND ……….AND (ak,min<ak&&ak,max>ak)  THEN class = 
Pre–term.

Mutation is applied on the personal best of 
every particle position of the PSO to improve on the 
performance of classification and optimize the number 
of rules needed for classification of training and testing 
datasets. Gaussian, uniform, Poisson and exponential 
distributions are applied for mutation on every particles 
best position to minimize the number of rules.

Figure 2.    Satisfaction count of rules for testing and 
training datasets using Gaussian mutation.

Figure 3.    Satisfaction count of rules for testing and 
training datasets using Poisson mutation.

Figure 4.    Satisfaction count of rules for testing and 
training datasets using Uniform mutation.

Figure 5.    Satisfaction count of rules for testing and 
training datasets using Exponential mutation.

Figure 6.    Comparison of various Mutation approaches 
in classification of  preterm birth  for training and testing 
data.

Figure 2 to Figure 5 shows the pattern of number of 
rules required for classification of preterm birth of training 
and testing datasetson applying mutations of various 
distributions. The Gaussian mutation requires 10 rules 
and 14 rules out of 29 rules for perform classifications 
for testing and training datasets. The Poisson Mutation 
requires 9 and 13 rules respectively for testing and training 
datasets. The uniform and exponential mutation requires 
14 rules for training and 11 and 10 rules for testing data 
sets. Figure 6 shows the comparison of various mutation 
approaches in classifying training and testing data’s of 
preterm datasets.

4.  Conclusion

The research work of this paper mainly focused on 
applying the mutation approach of evolutionary 
algorithm in modifying the cognitive knowledge of each 
particle in PSO technique. The rules are optimized and 
faster convergence of iterations of swarm particles in 
extracting the pattern for classification is observed in 
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the proposed muted PSO algorithm. The results show 
that Poisson mutation approach on the personal best 
has reduced the number of rules needed for classifying 
the preterm birth datasets for both training and testing 
datasets. The optimized 9 and 13 rules out of 28 rules 
are only needed for classification of testing and training 
datasets. The above work can be extended in varying the 
PSO with other evolutionary algorithms like Genetic 
Algorithm, Differential Evolution, Cultural Algorithm, 
and other social behaviorism algorithms like Ant colony, 
Bee Colony Optimization techniques. 
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