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Abstract
Objective: Gender Classification is one of the most important applications in Artificial Intelligent Systems. The objective 
of this research work is to classify the human gender based on multiple level decisions. Since many years, a great deal of 
effort has been made to gender recognition from face images. It is not straightforward to achieve the same accuracy level 
in real-world environment. The proposed approach can give solution to these problems. Methods: In this paper, multi-
ple levels hierarchical techniques based on 3 Sigma control limits on Neural Network is applied for gender recognition 
to get the desired objectives. In order to achieve this, the proposed algorithm considers the Artificial Neural Network as 
basic classifier. Here, in Initial Level Hierarchy, facial features are given as input to the Neural Network. Then, the output 
represents the gender classification from the Neural Network is extracted. The next level of classification can be done in 
Core Hierarchical Decision. Findings: This paper provides an effective approach that classifies human gender in computer 
vision applications. In the proposed research, a Feed Forward Neural Network works at the primary level, based on the out-
come of the primary level, the further classification is done in the next higher level hierarchically. In this research, there are 
1000 gray-scale with 256 gray levels facial images used for experiment. Each image size is normalized to 64×64. Among the 
1000 experimental images, 800 images are used as training data, and the remaining are used as test images. Prediction of 
the gender is more accurate and effectively achieved the success rate of 95 percent. Applications: The proposed algorithm 
can play an important role in many computer vision based applications such as human-computer interaction, surveillance, 
biometrics, demographic studies and targeted advertising.
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1.  Introduction

Human facial image processing has been an active and 
interesting research issue for years. Since human faces 
provide a lot of information, many topics have drawn 
lots of attentions and thus have been studied intensively. 
Automatic human facial expression recognition, Human 
mood analysis system are the thrust research area in 
video surveillance and law enforcement applications 
as a prerequisite for face recognition. In the last several 
years, various feature extraction and pattern classification 
methods have been developed for gender classification. 

Emerging applications of computer vision and pattern 
recognition in mobile devices and networked computing 
require the development of resource limited algorithms. 
Perceived gender classification is a research topic with a 
high application potential in areas such as surveillance, 
face recognition, video indexing, and dynamic marketing 
surveys. 

Gender classification is important visual tasks for 
human beings, such as many social interactions critically 
depend on the correct gender perception. As visual sur-
veillance and human-computer interaction technologies 
evolve, computer vision systems for gender classification 
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will play an increasing important role in our lives. Gender 
classification is arguably one of the more important visual 
tasks for an extremely social animal like us humans many 
social interactions critically depend on the correct gen-
der perception of the parties involved. Arguably, visual 
information from human faces provides one of the more 
important sources of information for gender classifica-
tion. Not surprisingly, thus, that a very large number of 
psychophysical studies has investigated gender classifica-
tion from face perception in humans.

Until now much research work has been done on 
detecting the human faces based on templates and exam-
ple-based techniques. However, some of these methods 
are computationally expensive and also complex.

Information technology, a neural network is a system 
of programs and data structures that approximates the 
operation of the human brain. A neuron is a basic infor-
mation processing unit. A neuron consists of a cell body 
called Soma, a number of fibers called Dendrites, and a 
single long fiber called Axon. Soma fires at different fre-
quencies, Dendrites receives electrical signals affected 
by chemical processes. A perceptron is a simplest form 
of neural network. The connections between neurons are 
called Synapses. Neurons in a network are connected by 
directed, weighted paths. The weights may be Positive 
(Excitatory) or Negative (Inhibitory). Figure 1 shows a 
typical structure of a Neuron. 

Gender Classification is one of the promising research 
areas since the couple of decades. Many of the researchers 
developed hundreds of algorithms in this area of research 
and got success. H. Ai and G. Wei1, proposed a method 
Face Gender Classification on Consumer Images in a Mul-
tiethnic Environment. In this approach the classification 
of the faces is done on facial features. J. Bekios-Calfa et al.2 
invented an algorithm Revisiting Linear Discriminant 
Techniques in Gender Recognition, that recognize the 
gender of the person. Changqin Huang et. al.3 proposed 

a methodology on Gender Recognition with Face images 
based on PARCONE Mode. Chu W.S et al.4 introduced 
a method for Identifying gender from unaligned facial 
images by set classification. Dileep M.R. and Ajit Danti5, 
invented an approach of Prediction of Human Gender 
based on two level decision on 3 Sigma Limits on Neu-
ral Network. Farhad Soleimanian Gharehchopogh et al.6 
invented A New Approach in Bloggers Classification with 
Hybrid of K-Nearest Neighbor and Artificial Neural Net-
work Algorithms. X. Geng et al.7 introduced an algorithm 
of Automatic Age Estimation Based on Facial Aging Pat-
terns. Gudong Guo et al.9 defined a problem based on 
Image-Based Human Age Estimation by Manifold Learn-
ing and Locally Adjusted Robust Regression. J. Hayashi 
et al.10 developed a system on Age and Gender Estima-
tion from Facial Image Processing. Hlaing Htake Khaung 
Tin11, developed an algorithm on Facial Extraction and 
Lip Tracking Using Facial Points. Hlaing Htake Khaung 
Tin12, given a solution to classify the gender based on 
images called Perceived Gender Classification from Face 
Images. Hlaing Htake Khaung Tin13, given a method Sub-
jective Age Prediction of Face Images Using PCA.W. B. 
Horng et al.14 defined a methodology on Classification of 
age groups based on facial features. Jinli Suo et al.15 devel-
oped a model on Compositional and Dynamic Model for 
Face Aging. Their study was based on geometric ratios 
and skin wrinkle analysis. Their method was tested on a 
database of only 47 high resolution face images contain-
ing babies, young and middle aged adults. They reported 
100% classification accuracy on these data.

Ji Zheng and Bao-Liang Lu16, given an approach for 
Support vector machine classifier with automatic confi-
dence and its application to gender classification, which 
classifies the gender based on SVM. Juan Bekios-Calfa 
et al17, developed a methodology which describes Revis-
iting Linear Discriminant Techniques in Gender Recog-
nition. Kwon, Y. H. and da Vitoria Lobo18, introduced 
a technique for Locating Facial Features for Age Clas-
sification. B. Moghaddam and M. H. Yang19, developed 
an algorithm for Learning Gender with Support Faces. 
Roberts T and Bruce V20, defined an algorithm of Fea-
ture saliency in judging the sex and familiarity of faces. 
Ryotatsu Iga et al.21 described a problem on Gender 
and Age Estimation System from Face Images. Sebe N 
et al.22 explored an approach towards authentic emotion 
recognition. Syed Mustafa et al23, given an approach for Figure 1. Structure of a Neuron.
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Performance Evaluation of Web-services Classification. 
Y. Tian et al.24 prepared a methodology for Evaluation 
of Gabor wavelet-based facial action unit recognition in 
image sequences of increasing complexity. A. J. O’Toole 
et al.25 developed an application for the Perception of Face 
Gender: the Role of Stimulus Structure in Recognition 
and Classification. Yamaguchi MK et al.26 developed an 
approach for the Judgment of gender through facial parts. 
A. Yuille et al.27 extracted an algorithm for Facial feature 
extraction from faces using deformable templates. Y. Zhu 
and F. Cutu28, introduced an approach for Face Detection 
using Half-Face Templates.

In these paper two categories of genders viz. Male and 
Female are considered. An algorithm has been proposed 
to predict genders of the different people using two level 
decision using 3 Sigma limits on Neural Network classifier. 
The accuracy of the proposed method is good compared 
to other methodologies. For implementation images from 
different databases and internet are considered.

The rest of this paper is being organized as follows. 
Section 2 presents the Proposed Methodology. Section 
3 provides the Proposed Algorithm. Section 4 gives the 
Experimental Results. Finally, the conclusions are given 
in section 5.

2.  Proposed Methodology

This paper proposes an effective method for human 
gender prediction/classification from facial images. 
Figure 2 shows the diagrammatic representation of the 
steps followed in achieving the proposed methodology. 

Here, the classification of the facial images is done at two 
levels, namely 

• Initial Hierarchy
• Core Hierarchy

The Proposed algorithm has been implemented to 
classify input images into one of two groups viz. Male and 
female using Feed-Forward ANN. In the Initial Hierarchy, 
the facial images are classified using Neural Network. The 
Core Hierarchical Decision includes, the classification 
based on the outcome of the Initial Hierarchy to improve 
the detection rate effectively. The proposed methodology 
is experimented on database of the face images. This data-
set is used as the benchmark database for Performance 
Comparisons of Gender Prediction.

In this method, first the images containing the face will 
be read and intensity values of each of the image ranges 
from 0 to 255. In order to improve the efficiency of the per-
formance, instead of considering all Neurons (64 x 64 = 
4096 Neurons) into the Neural Network, the Mean of each 
of the image will be given as input to the Neural Network. 
Mean of each image is represented by 64 standard values.

2.1 Initial Hierarchy
In the Initial Hierarchical Decision, Neural Network clas-
sifies the faces based on the different genders viz. Male 
and Female. This outcome cannot be used as a conclusion 
as there may be the chances of mis-detection. To enhance 
the Initial Hierarchical Decision, an algorithm for Core 
Hierarchical Decision is proposed to reduce the misde-
tection rate and improve the success rate of detection as 
given in the next section. Figure 3 gives the diagrammatic 
representation of “Initial Hierarchical Decision”.

Figure 2. Representation of the steps of proposed Method-
ology.

Figure 3. Initial hierarchical decision.
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The output of the built in NN classifier is a standard 
value that predicts the gender of a person in the Initial 
Hierarchy. This can be represented by,

y F N I= ( , ) (1)

Where y represents the predicted gender of a person in 
the Initial Hierarchical decision.

F is a function that represents the simulation of the 
Neural Network.

N is the vector that represents the trained value in the 
Neural Network.

I is the matrix that represents the testing image.
The output generated in the Initial Hierarchy, from 

the standard classifier ANN cannot be considered as the 
final output. It is not possible to rely on the output that is 
generated by the ANN since the conclusion should not 
be dependent on standard classifier. Based on the output 
generated from the Initial Hierarchy, again the classifica-
tion is done in the Core Hierarchy by applying 3 sigma 
control limits on Neural Network. The application of 3 
sigma control limits on Neural Network is so efficient 
that, it can classify the data with greater marginal levels 
in terms of range. The upcoming section describes the 
proposed Core Hierarchical Decision.

2.2 Core Hierarchy
In which, the gender of a person is identified by Core 
Hierarchical Decision using Neural Network. In which 3 
Sigma Control limits are applied on the Neural Network 
classifier. 3 Sigma Controls cover more than 90 percent 
of the population of the dataset under consideration for 
decision making. Figure 4 shows 3σ limit describes how 
data are dispersed around their averages.

In the Core Hierarchical Decision, 3 sigma control limits 
are determined by their spread around the mean using 
the equation (2) and (3).

l ym m m= −− 3σ  (2)

u ym m m= +− 3σ  (3)

Where, lm and um are the Lower Limit and Upper Limit 
of Male faces, respectively. 

ym: mean of intensity values of male faces
σm : standard deviations of male faces
The Mean ym 

of male face images is determined using 
the equation (4)

y
y

nm
m− = ∑  (4)

Where, ym represents the predicted gender of male 
faces obtained in First level decision.

N is the number of Male faces.
The standard deviation σm of male face images is 

determined using the equation (5)

σm
m my y

n
=

−
−

−∑( )2

1

 

(5)

Similarly, lf and uf are determined for female faces. The 
reasonable threshold value is empirically determined by 
considering the face images of the database. The mean 
yf  and σf of female images are also determined using the 
similar Equations given in (4) and (5).

In testing the query image, gender y is determined 
using the Equation (1) as first level decision. The final 
decision on gender is determined using Equation (6) as 
Core Hierarchical Decision.

male if l y u
female if l y u

misdetection else

m m

f f

< <
< <









 (6)

The experimental results of prediction of gender are 
shown in the Figure 5.Figure 4. 3σ limit dispersed around their averages.
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3.  Proposed Algorithm

Proposed algorithm for gender prediction from the given 
image is as given below:
Input: Query face
Output: Determine Gender i.e. male or female
Step 1:  To Train: Input all n face images to the Neural Net-

work in the form of Dataset.
Step 2:  Set the Target for the classification of Male and 

Female categories.
Step 3:  Create & train the Neural Network, so that the 

invariant features of the face will be read.
Step 4:  Determine the gender ym and yf for male and female 

using y = F(N,I) in Initial Hierarchical Decision.
Step 5:  The Mean ym 

and yf  
of Male and Female face 

images is determined using the equations,

 
y

y
n

y
y

nm
m

f
f− −= =∑ ∑and  respectively. 

Step 6:  The Standard Deviation σm and σf of Male and Female 
face images is determined using the equation,

σ σm
m m

h
f fy y

n
y y
n

=
−

−
=

−

−

− −∑ ∑( ) ( )2 2

1 1
and  respectively.

Step 7:  Define lower and upper sigma control limits 
for Male and Female faces using the equations 
l y u ym m m f f f= − = +− −3 3σ σand and respectively.

Step 8:  To Test the query image: Find the gender y using 
the equation y = F(N,I) in Initial Hierarchy.

Step 9:  Core Level Decision for gender classification is 
determined using the equation, 

Male if l y u
Female if l y u
else if l y u

m m

f f

other other

< <
< <

< <









Step 10:  Based on the range to which y value belongs in 
Core Hierarchical Decision, the conclusion can 
be drawn that, the test image belongs to that spe-
cific category of the gender.

4.  Experimental Results

In this research, there are 1000 gray-scale with 256 gray 
levels facial images used for experiment. Each image size 
is normalized to 64×64. Among the 1000 experimental 
images, 800 images are used as training data, and the 
remaining are used as test images. The male face images 
are trained using to neural network, and second level 
classification is done three sigma limits. The proposed 
Algorithm has shown good robustness and reasonable 
accuracy for the photos from our test set. The proposed 
system has a low complexity and is suitable for real time 
implementations, such as real time facial animation. The 
processing time may be seriously reduced by algorithms 
and their implementation optimization, which have not 
yet performed.

In the testing phase, among 200 images, 100 images 
were taken as Male images and remaining 100 images 
were taken as Female ones. Thus, the success rate for male 
and female is 94.00% and 96.00% respectively. Therefore, 
the overall success rate for test images is 95.00%. The 
average recognition time of each test image is 0.30 sec-
onds on a Pentium Quad Core processor with 2 GB RAM.

However, proposed method fails to detect the side-
view faces, occluded faces and partial face images. This 
is due to the fact that the proposed model is constrained 
to detect only the frontal view face. Figure 8 shows the 
sample images which has been mis-detected. Our pro-
posed method is compared with the methods “A Support 
vector machine classifier with automatic confidence and 
its application to gender classification14”, developed by Ji 
Zheng and Bao-Liang Lu, also “Identifying gender from 
unaligned facial images by set classification4”, developed 
by Chu W. S., Rong C. and Song Chen C. and found 
higher success rate as shown in Figure 6 and Figure 7.

Figure 5. Sample experimental results of Proposed Meth-
odology.
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5.  Conclusion

In this paper, a fast and efficient human gender classifi-
cation system is proposed to classify a facial image into 
male and female using feed forward neural network. The 
final decision is made by employing validation based on 
three sigma control limits applied on the output of the 
neural network classifier. The proposed method is bet-
ter in terms of speed and accuracy. Single frontal human 
faces with two gender groups are detected successfully 
with success rate of 95%.The proposed system has a low 

complexity and is suitable for real time implementations, 
such as real time facial animation. In future studies, mis-
classifications are reduced by using fuzzy logic approach 
for further improvement in the proposed system so that it 
becomes more pertinent to the design of a real-time video 
surveillance system.
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