
Abstract 
This research proposes the determining shortest paths for hops, which are in the middle of the source and destination. 
The shortest path in this research means the fastest path between the source and destination. In Recent, dynamic routing 
algorithms are currently used and developed by researchers. This research algorithm suggests that the fastest paths 
between the source and the destination which is based on using the record of the network traffic history. Main subject 
on networking is a user, and the pattern of network usage is always corresponding to network history. Users are using 
the networking and the network traffic is always corresponding to how many users use the networking in specific time. 
Therefore, network traffic information can be predicted by the network condition which is referring to the history of 
network traffic record, and then the shortest path can be produced without using RIP too much. It will be helpful to improve 
the network traffic and contribute efficient packet transferring on network.
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1.  Introduction

The Internet began with ARPANET and just e-mail 
triggered rapid growth in ARPANET, so the Web has trig-
gered explosive growth in the Internet. Today, there are 
100 million hosts connected to Internet networks; many 
users are in the 100s of millions. Hundreds of countries 
access the Internet and the growth of Internet hosts and 
users are still increasing dramatically11. The growth of 
Internet hosts and users is much faster than the growth 
of network traffic speed because of too many users. When 
we travel on the Internet, the network routers have to 
find out the path from source to destination and give 
the shortest path to users for destination. If we find the 
shortest path between them, we could get the result faster, 
unless it takes somewhat longer than the previous case. 
Determining the shortest path (the fastest path) for 
hops is important to communicate with destination and 
source. According to Roch Guerin, and Ariel Orda2, find-
ing minimum hops for all possible paths is the most

efficient in order to get the shortest path in a certain 
network. However, the path weight has to be consid-
ered additive and bottleneck weights. To get the shortest 
path routing, use Dijkstra’s shortest path algorithm or 
Bellman–Ford algorithm, which is widely used for find-
ing the shortest algorithm5. The shortest path algorithm is 
based on the graph theory. There are many algorithms to 
find the shortest path but they always pick the same path 
if their algorithms are correct. The only difference is the 
efficiency.

2.  Hybrid Network Traffic Model

Here is a virtual mesh network topology in Figure 
1. Suppose node 1 is the source and node 6 is the des-
tination. Each node has a routing table and updates its 
routing table regularly. Also, they exchange RIP (Routing 
Information Protocol) every 60 seconds and after 180 sec-
onds, if no response is detected, they regard as it is not 
connected11. 
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Table 1 show 1 hop network cost in 10:00 am, so calculat-
ing the shortest path between node 1 and node 6 depends 
on the network traffic table, and the values of inside 
parenthesisis actual network speed in Table 1.
This paper can simulate to determine the shortest path 
based on the history of network traffic records and also 
it will show the difference between the actual the shortest 
path and calculate the shortest path. Table 1 shows one 
hop network weight between each node at 12:00 pm. The 
weight value between two nodes is the prediction value 
of weight at 12:00 pm which means it collects records of 
weight values at every 12:00 pm in during the week. Table 
2 shows how the prediction value has been calculated.
Therefore, according to Table 2, the shortest path between 
node 1 (in red) and node 6 (in green) is going to be 1-2-
5-6. The total cost is 6.7ms. That is the expected cost, but 
it is can be a different current dynamic algorithm because 
the network condition always depends on how many 
users are using the network or how many packets are cur-
rently delivering on the network path. In fact, the actual 
shortest path may be different from this path, but it can 
be ignored because that is not going to be a big difference.  

Figure 1.  Virtual mesh network topology.

Table 1.  Network cost on hop to hop

Date Time Node 1 to 2
weight value Node 1 to 3 Node 2 to 3 …

Jan 21

12:00 pm 1.8ms 1.9ms 1.8ms …
12:10 pm 1.9ms 1.8ms 1.0ms …
12:20 pm 2.0ms 2.1ms 2.0ms …
12:30 pm 2.1ms 2.1ms 2.0ms …
12:40 pm 2.2ms 2.0ms 2.2ms …
12:50 pm 2.2ms 2.2ms 2.5ms …
13:00 pm 2.3ms 2.5ms 2.5ms …

* Each weight value is an average of every day in specific time.

Suppose we send packets on the network like Figure 1, 
and we calculate the network cost such as when sending, 
receiving packets and exchanging RIP, updating routing 
table in every 60 seconds. New system model sends RIP 
information in every 10 minutes, and then updates the 
routing table and network traffic table when it gets RIP 
from its neighbor node.
Now, it is time to predict a certain time of network traf-
fic information by using the mathematical method such 
as the linear least squares fitting technique because we 
have only a 10 minutes period between routing infor-
mation. The linear least squares fitting technique12-15 is 
the simplest and most commonly applied form of linear 
regression and provides a solution to the problem of find-
ing the best fitting straight line through a set of points 
if the relation between time and network traffic data are 
a line. In this case, suppose time and network traffic are 
supposed to be a correlation from 12:00 pm to 13:00. RIP 
information can be exchanged every 10 minutes, thus the 
routing table also updates every 10 minutes like Table 1. 
Therefore, if the source sends a packet to destination at 
12:05, the network traffic needs to be calculated by the 
linear least squares fitting technique. Because we knew 
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the time and network traffic but were not certain about the time’s network traffic information, the network traffic at 12:05 
could be measured by using another data set. 12:05 is in range of Table 2, so it can be calculated. Let, x be the time variable 
and y be a network traffic weight value. 
Suppose that the data points are(x1, y1), (x2, y2) ,…, (xn, yn),where, ‘x’ is the independent variable and y is the dependent 
variable. The fitting curve f(x) has the deviation (error) d from each data point, i.e., d1= y1- f(x1), d2= y2- f(x) ,…, dn= yn- 
f(xn). According to the method of least squares, the best fitting curve has the property that: 

In this case, we suppose have the linear relationship between time and network traffic from 10:00 to 11:00, so we can 
apply this to the least-squares line uses a straight line.

............. (the linear relationship of time and network traffic)
to approximate the given set of data, (x1, y1), (x2, y2) ,…, (xn, yn),
where,  n>=2. The best fitting curve f(x) has the least square error, i.e.,

Please note that a and b are unknown coefficients while all xi and yi are given. To obtain the least square error, the 
unknown coefficients a and b must yield zero first derivatives.

Table 2.  Network cost on each node

12:00 pm Node 1 Node 2 Node 3 Node 4 Node 5 Node 6
Node 1 - 1.9 (1.8) 2.1(2.0) - - -
Node 2 1.8(1.9) - 3(2.9) 3.1(3.2) 2.8(2.7) -
Node 3 1.5(1.4) 2.8(2.6) - 2.9(3.0) 2.5(2.5) -
Node 4 - 1.8(1.6) 1.6(1.5) - 1.7(1.8) -
Node 5 - 1.4(1.3) 1.1(1.2) 1.6(1.4) - 1.9(2.0)
Node 6 - - - 2.3(2.1) 2.5(2.3) -

Table 3.  The elapsed time for the shortest path

Time
The shortest path between node 1 and node 6

The shortest Path Total time to reach
12:00 pm 1 – 2 – 5 – 6   6.7ms
12:10 pm 1 – 2 – 5 – 6 6ms
12:20 pm 1 – 3 – 4 – 6 7ms

… … …
14:00 pm 1 – 3 – 4 – 6 10ms
14:10 pm 1 – 3 – 5 – 6 14ms

… … …
20:00 pm 1 – 3 – 4 – 6 11ms
20:10 pm 1 – 2 – 4 – 6 12ms

… … …
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Expanding the above equations, we have: 

The unknown coefficients a and b can therefore be 
obtained: 

where,   stands for 
Therefore, we get y line for time and network, so we can 
predict the network traffic information at 10:05 by using 
this method. I can get the results of x, y, x2, y2, and xy.

As we can see, the network traffic information can be 
predicted by the history of network traffic information 
by using mathematical prediction methods such as the 
linear least squares fitting technique if there is a linear 
relationship between two factors, time and network traf-
fic information in a local area network without using too 
much routing information protocol every 60 seconds. 
Also, it reduced the routing information on the network 
to avoid router overhead that doesn’t need to update rout-
ing information every 60 seconds. This paper focused on 
reducing unnecessary information and improvement of 
network traffic by using the linear least squares fitting 
technique, which is required to the linear relationship 
between factors, but fortunately in this case, we supposed 
that there is a linear relationship between time and net-
work traffic, so it would be applied to this case. However, 
if the relationship is not a linear, we have to nth Degree 
Polynomials. That would be more complex and more 
errors will happen, so the predicted result wouldn’t be 
trustable. I think that applying nth Degree Polynomials 
will be the future work in this paper. 

Table 4.  Node 1 to node 2 only

n x y x2 y2 xy
1 1 1.8 1 3.24 1.8
2 2 1.9 4 3.61 3.8
3 3 2.0 9 4 6
4 4 2.1 16 4.41 8.4
5 5 2.2 25 4.84 11
6 6 2.2 36 4.84 13.2
7 7 2.3 49 5.29 16.1

Sum 28 14.5 140.0 30.2 60.3

Average 4 2.1 20.0 4.3 8.6

Table 4 is based on Table 1 for node 1 to node 2 only.

a = (14.5x140–(28x60.3))/((7x140)–28x28) = 1.7429
b = (7x60.3–28x14.5)/(7x140–28x28 ) = 0.0821
Thus, y = 1.7429 + 0.0821 x
I would like to get network traffic at 12:05, so we assign 
x value as 1.5. 12:00 is assigned to 1, so 12:05 is between 
12:00 and 12:10, so it will be 1.5. That means x is equal to 
1.5, y is equal to 1.7429 + 0.0821x 1.5 = 1.8661. According 
to Table 1, this result sounds acceptable.

3.  Conclusions 
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