
Abstract
Content based image classification/retrieval system has become a widely useful component for any kind of database 
 systems. However, the existing methods do not provide adequate information to the user query based on feature descrip-
tors. In particular, retrieval in medical environment require special attention in feature extraction and feature selection. As, 
there is no benchmark retrieval algorithm proposed to a database system which contains all kind of medical images, time 
has come to evaluate the existing system methodology and to devise an interactive and effective retrieval system. Hence, 
various mathematical and human visual system (HVS) based measurement methods are applied to evaluate the relevancy 
between the query and retrieved images. From the obtained results and comparisons, the feature based retrieval system 
does not exploit in a better way to meet the requirements of medical users. 
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1. Introduction

Due to steadily growing various multimedia data such as 
video, audio, medical and commercial data, many algorithms 
and tools are proposed by various researchers to find the 
exact match for the given query. But still, no general archi-
tecture has been formulated to handle different databases 
with varying characteristics. Finding the suitable solution 
for this particular problem is still open and eagerly wait-
ing for benchmark solutions to fill the void1. Over the past 
four decades, Content Based Visual Information Retrieval 
(CBVIR) or Content Based Image Retrieval (CBIR) plays 
a major role in the field of computer vision. Now a day, in 
hospitals digital images are produced in ever increasing 
quantities which is used for diagnosis and therapy. In many 
articles, content based access to medical images for auto-
mated clinical decision making are proposed2. Only very 
few systems are accepted by the medical practitioners for 
their applications and rest of the systems are totally isolated 
from clinical practice. A common question arises among 
all the readers are whether CBIR belongs to an information 
retrieval task or a  classification task. As many similari-
ties are seen among them, the major principle difference 

is, Classification tasks have a limited number of classes of 
 topics/items and training data for each of the classes that 
allow training of class-specific parameters; Retrieval tasks 
have no fixed classes of items/objects in the database and 
usually no training data available; documents can be relevant 
for a particular retrieval task or information need, with rel-
evance being potentially user-dependent. The classification 
paradigm follows the machine learning techniques to find 
the task, whereas the retrieval paradigm follows the general 
information retrieval. At the end, when used for CBIR, both 
of the paradigms produce the images by visually similar 
features. As the resultant images are viewed by human, the 
evaluations of visually similar images are done by subjective 
evaluation. As subjective evaluation is too time consuming 
process and inconvenient, objective image quality assess-
ment method is required. Objective image quality metric 
can be used to adjust image quality, to optimize algorithms 
and to benchmark image processing systems and algo-
rithms3. Objective image quality metrics can be classified 
as follows: When a complete reference image is compared 
with the distorted images is known as Full – Reference and 
when the reference is not available to evaluate is termed as 
No – Reference. If the reference image is available partially 
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with its extracted feature  values to evaluate the distorted 
image is known as Partially – Reference. Apart from this, 
two classes of objective quality measurement methods are 
derived. They are mathematically defined measures such as 
Mean Squared Error (MSE), Signal to Noise Ratio (SNR), 
Root Mean Squared Error (RMSE), Mean Absolute Error 
(MAE) and its derivatives. The second class of measure-
ment method focuses on HVS characteristics4,5. Though 
mathematical measures are used widely because of its low 
computational complexity, many HVS based measures are 
also proposed to view images when in different viewing 
conditions. Hence in image retrieval applications, neither 
mathematical measures nor HSV measures alone not suffi-
cient to evaluate. In this paper various error metric measures 
are considered and its characteristics are  compared in med-
ical image retrieval system environment. 

2. Methodology
The most widely used full - reference image quality 
assessment method to evaluate in the easier way is MSE, 
computed by averaging the squared intensity differences 
of query image and reference image pixels.
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Where x(i, j) is the original image (reference) and y(i, j) is 
modified image (distorted). M and N are the number of 
pixels of reference and distorted images respectively.

Similarly Mean Absolute Error (MAE) can be calcu-
lated as follows
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From the above equations 1 & 2, Root mean square 
error (RMSE), root mean absolute percentage error 
(RMAPE), root mean square percentage error (RMSPE) 
can be estimated. 

MSE is usually converted into peak signal to noise 
ratio (PSNR) as

 PSNR L
MSE

= 10 10

2
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Where, L is the dynamic range of image pixel intensities. 
Though the above equations are convenient mathemat-

ically, simple, convexity, symmetry and differentiability, 
they are not used to perceived visual quality6-8.

Visual signal to noise ratio (VSNR) is used to estimate 
the visual fidelity of images based on their near-supra 
threshold properties of subjective vision. The computa-
tion is based on wavelet based on physical luminance and 
angle to incorporate multiple viewing conditions9. 

Weighted peak signal to noise ratio is described as 
 follows 

 WPSNR
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Where, var(i, j) is the maximum local variance of an 
image. 

SSIM10 algorithm contains three terms which analy-
ses the similarity between two images in the aspects of 
 luminance l(x, y), contrast c(x, y) and structure s(x, y)
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Where, C1= (K1L)2, C2= (K2L)2 and C3 = C2/2; L is the 
dynamic range of pixel intensity values and K1<<1 and 
K2<<1 are scalar constants. 

As the image quality perceived by the observer is var-
ied due to multi-scale attributes, distortion and change of 
distance, Multi-scale SSIM (MS-SSIM)11 is performed to 
assess the image quality on multiple scales. 

MS SSIM x y l x y c x y s x yM j j
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At each scale i, contrast cj(x, y) and structure sj(x, y)  
is calculated and at scale M(M = 5) luminance lM is 
 computed.

As computation of luminance terms in image is most 
consuming part in SSIM, Fast SSIM can be utilized for 
computing multiple scales of image.

The Fast SSIM index between x and y is, 
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|∇x| & |∇y| are the gradient magnitude values of 
image x and y.

In image wavelet coefficients, consistent phase changes 
occur due to some image distortions. This phase shift of the 
coefficients does not alter the structural information of the 
image. To overcome the problem, complex wavelet struc-
tural similarity (CW-SSIM) is introduced12 which is used 
without preprocessing (registration process) an image. It is 
computationally less expensive. The CW-SSIM is defined as
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The first term is used to determine the magnitudes of 
the coefficients and the second term is used to find the 
consistent changes in phase between cx and cy. 

The overall performance of an image quality assess-
ment (IQA) can be improved by combining information 
content weighting with SSIM13. This algorithm is termed 
as Information content weighted SSIM (IW-SSIM). 
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Wj, i be the information content weight computed at 
the ith spatial location in the jth scale. 

A new universal image quality index (UQI) is pro-
posed to model any image distortions by considering 
the three factors. They are loss of correlation, luminance 
 distortion and contrast distortion14. 

An information fidelity criterion (IFC) of the image 
is estimated using natural scene statistics (NSS) in con-
nection with distortion models. The reference image 
is evaluated in wavelet domain and distortion image is 
expressed as an attenuation and additive Gaussian noise 

model15. Visual information fidelity (VIF) is as similar 
to IFC but involves the amount of information shared 
between reference and distorted images16. The main dis-
advantage of VIF is its computational complexity. 

Another objective quality assessment, noise quality 
measure (NQM)17 is proposed to deal a degraded image 
which is modeled as an original image subjected to linear 
frequency and additive noise injection. NQM considers 
the variations in contrast, image dimensions, variation in 
local luminance mean and variations in contrast sensitiv-
ity with distance. The performance of NQM is better than 
PSNR. 

Medical image classification and retrieval takes a 
major role in the healthcare environment for diagnosis 
and therapy plan. As no golden framework is suggested 
for the retrieval task, many suggestions are provided by 
various individuals to make the retrieval system to be 
more efficient. CBIR involves in searching the images 
from the huge repository for user defined image. As 
the advantages considered in CBIR are more in number 
rather than text based query, it is incorporated in medical 
domain also. 

CBIR consists of various steps such as image prepro-
cessing, feature extraction, feature selection and similarity 
measures. In this work, 12077 training and 1000 testing 
images which are labeled and classified by the radiolo-
gists based on modality, directionality, anatomy and 
pathophysiology are considered18. 

3. Results and Analysis
From the database, 1762 heterogeneous images acquired 
by different modality in different conditions and 250 hand 
images (homogeneous images dataset) posed in different 
angle are taken for the evaluation of retrieval efficiency. 

Features of both homogeneous and heterogeneous 
dataset images are extracted initially. Totally 199 global 
and local features such as Tamura (3), Gabor Features 
(48), Region based features (08), Wavelet moments (64), 
Global textures (13), Histogram of Gradients (HOG) (81), 
moment invariants (07) are extracted from an image. The 
features are extracted from training and testing images 
separately. To find the closeness between the query (or) 
testing images, similarity measures are used. In this work, 
Euclidean distance (L2), Manhattan or City block (L1), 
Relative Deviation, Mahalanobis, Cosine, Chebyshev (L∞) 
and Spearmen distances are used to find the  association 
between the query and training images19. 
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The similar images from the heterogeneous data-
base are retrieved for the given query image (Query 
Image IRMA code specification - X-ray - overview  
image - lateral, right - cervical spine - musculoskeletal 
system – unspecified ). The query image and retrieved 
images are shown in Figure 1. 

The time taken by the system to retrieve the above 
images is 1.1540 second. For this given query image and 
spearmen distance measure, the calculated measures for 
precision, recall and F-Score are 0.35, 0.130 and 0.190 
respectively. Based on the chosen features and distance 
measure the retrieved images are ranked sequentially 
from left to right. But focusing on the retrieved images 
and its relevancy to the given query image, the feature 
based retrieval system is not compatible for heteroge-
neous image database. Because for the given query image, 
very few images are ranked correctly in the position 1 & 
2. In the subsequent ranking the irrelevant images like 
breast and bone are present. Following to these irrelevant 
images, the images which are closer to the query image 
are positioned in further. Hence, the most relevant images 
are not ranked properly. As this statement is derived from 
subjective analysis about the retrieved images, objective 
quality measures are also considered to evaluate the effi-
ciency of feature based retrieval system for heterogeneous 
images database. The various error metrics between 
the query image and retrieved images are tabulated in 
Table 1. From the obtained results of error metrics, some 
of the values of relevant images are overlapping with the 
values of non-relevant images. The same methodology is 
also applied to homogeneous database to evaluate the effi-
ciency of retrieval system. The retrieved images are shown 
in Figure 2. The precision, recall and F score for the above 

Figure 1. Retrieved images for the query image using 
Spearmen. Ta
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retrieved images for the given query image (Query Image 
IRMA code specification X ray – Plain radiography –  
digital – coronal – poteroanterior – left hand – upper 
extremity – musculoskeletal system) are 0.55, 0.13 and 
0.21 respectively.

The associated error values with respect to the query 
image are listed in Table 2. In this table, the images are 
ordered hierarchically based on its error metrics values 
irrespective of its original ranking provided by the distance 
measure of relative deviation. From the obtained results, 
except the image id 2314, all relevant images are having 
non overlapping values. But still the ranking offered by 
the relative deviation based on the feature values are not 
appropriate. The correlation between each error metrics 
are listed in the Table 3. 

From the correlation values, all HVS based 
 characteristics have strong correlation among them. The 
error metric values of all retrieved images are plotted in 
the Figure 3. As the error metric values of relevant and 
irrelevant images are not deviated much in their range, 
it is very difficult task for any retrieval system to be more 
efficient and reliable to user query. 

4. Conclusion
As the images retrieved from the heterogeneous images 
database, the ranking of the relevant images are not 
ordered significantly. The mathematical and HVS based 
error values of relevant and irrelevant images are over-
lapped each other. If the user likes to retrieve the images 
from the image database of same category, HVS based 
evaluation can be used. In order to improve the efficiency 
of the retrieval system, the salient features of CBIR and 
Text based retrieval system can be fused. 

Figure 2. Retrieved images for the query image using 
relative deviation from homogeneous database.
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