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Abstract 
Blogs are one of the effective tools of web2 which are considered as one of the major module and of social and  interactive 
capabilities in making IT world wonderful for the cyber and virtual living. Two methods were used in this paper: K-Nearest 
Neighbor (KNN) and Artificial Neural Networks (ANNs). These methods are classified based on Kohkiloye and Boyer 
Ahmad province bloggers dataset considering input features of each blogger to the other methods and previously provided 
algorithms as more optimal. Our simulation and experiments not only provide hopeful results but also higher anticipation 
and classification rate.
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1. Introduction

The wonders of IT advancements change the people’s 
perception of the living universe and invite them to the 
modern and attractive digital world1. Nowadays, web2 
has been spread in all levels of IT and cyber space world. 
Without learning technical education, the users can 
share their information, diaries and daily issues and even 
thoughts by using blogs which is one of the most popu-
lar tools of web2 to provide contexts in virtual space2. In 
blogs, the sent articles of the users are displayed as time-
reverse. It means that the new articles are available at the 
top. Moreover, the user can links to other web sites and 
blogs, too3. In general, the blogs are administrated by one 
person but it can be managed by a group of writers. Due 
to the broad capabilities of the blogs, they are like online 
diaries which easily accessible and free of charge4. The 
users can get proper feedback and related ideas about their 
sent articles or attend in social and political discusses with 
the others through their blogs, so in compared with web2 
tools, blogs have better social aspects and capabilities 

which provide an opportunity for the bloggers to follow 
their various social goals2,5. Virtual discuss and commu-
nication among users through blogs indicate a virtual 
interaction and cooperation which resulted in increasing 
popularity of blogs all over the world. Due to the broad 
studies of the research institution, it can be seen millions 
of blogs in internet6,7. It is obvious that there is a special 
relation between blogs and political, social and cultural 
patterns of the countries so; bloggers classification is also 
resulted in identifying community individuals and their 
ideas, thoughts and approaches appropriate to their living 
area. By the way, we can get familiar with public aspects 
and different people ideas and thoughts1. So, understand-
ing that who will tend to be professional blogger and what 
is their goal can help us to have better understanding of 
countries circumstances and get familiar with their people 
and communities. We review the subject literature and per-
formed researches about blog and blogging in this paper. 
In following, KNN algorithm is described and the classi-
fication method based on the blogging trend is illustrated 
and attempted to improve the  classification results based 
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version of Guess Mood as well as blogs mood identifying. 
In order to assess mood in this article, the formed texts 
members of real blogs are made as semi-automatic and 
finally 4 moods are taken. These 4 items include happy, 
sad, fear and anger moods. Other researchers 11have stud-
ied Cool Blogs classification by using positive and 
non-labeled samples. By providing innovative algorithm, 
they have complemented blogs classification. It is used 
non-labeled data as well as positive samples to predict 
whether a blog includes in Cool Blog classification in this 
algorithm. The provided algorithm has been used weight-
ing techniques to assign weight for each perceived labeled 
samples which have negative effect in educational set. 
They also pointed out any weak classification which must 
be assessed as virtual function scale based on total labeled 
sample or the best repeated efficiency scale. To identify the 
accuracy of estimation in classified classes, the experiment 
sample used the function of majority voting in all classes. 
The provided algorithm could accurately identify blog 
potential class which was not comparable with traditional 
learning methods. It is necessary to note that this algo-
rithm gives better results than the others to classify Cool 
Blog. In another article12, blogs polarization have been 
widely reviewed and that a detailed look in polarization 
prospect about the particular subject could be taken from 
a series of blogs. A cascade set of independent texts clas-
sification was placed above text recovery engine with 
limited effects. In this feature, they begin to review more 
precise and vague aspects identifying of polar texts classi-
fication beyond the simple one. They also come to 
investigate shared analyses of subjective condition and 
polar texts. In 13reported the style difference results in 
blogging based on age and gender. It is based on 2 inde-
pendent and interactive features. The first feature is to use 
slang words which they use as a new concept to study 
blogging style. For the second feature, they analyze ran-
dom variety of sentences which is used among different 
age groups. They emphasize that the latter feature increase 
the precise prediction of the age and gender of the blog-
gers. In their methods, gender prediction had higher 
precision compared with identifying groups’ age. In 14sug-
gested a new method of blog interests which is based on 
Chinese blog text classification. Before text classification, 
they started to pre-process of texts to display. Then, the 
texts are displayed in space vector and began to classify 
them by using support vector machine. It filtered unre-
lated and redundant texts and then classified based on 
interests. The results showed that support vector machine 

on C4.5 decision trees algorithm1. Kohkiloye and Boyer 
Ahmad Province bloggers’ dataset1 was used as our experi-
ment population and also artificial neural network method 
for classification. Moreover, we attempted to improve the 
accuracy of classification as well as the gained results of the 
nearest neighbor algorithm in this paper. In the final sec-
tion, the gained results of two methods classification are 
presented in compared with the previous studies.

2. Previous Work
In 1pointed out the blogs as dynamic bridge among the 
internet users; the blog capabilities as a free public media 
and the highway of communication and idea exchange. By 
providing a method based on decision making tree and 
using C4.5 algorithm, an attempt was made to classify and 
anticipate blogging trend factors. The decision making 
tree makes a model before anticipation which can be seen 
its trend factors and potential relations  capabilities. The 
precision rate of the bloggers in this respect was 82%.

In 8classified political blogs and their ranking by imple-
menting their innovational algorithm. The provided 
algorithm was a quasi-supervision one and classification 
precision of the two used dataset was 81.9 and 84.6, respec-
tively. The effective parameters on their experiments were 
the numbers of blogs graph nodes in each group, metric 
development, inclusion and deletion of resolution phase. 
By using multi rank algorithm in all phases, the writers 
choose groups which have higher page rank. The advan-
tage of this method is that the classification errors have 
been made for the lower ranked blogs. It can be used for 
classifying political blogs which have related structure and 
high classification rate. The other researchers 9point out to 
the blogs as online diaries which are updated interactively 
and regularly. The writers emphasize that the websites are 
formed based on subjects and the need for methods to 
data recovery of potential knowledge in online web 
resources. They consider article classification as the first 
step. By using linguistic knowledge, classification of arti-
cles posted on blogs is an improvement. Regardless of the 
blogs length and writing style, Jung et.al10 have attempted 
to identify blog mode which included a general public 
knowledge and emotional norms expressions. In this 
method, the unique features of the blog are taken and a 
simple statistics are saved. This statistics include words 
and other data which is useful for SVM classification algo-
rithm. It is attempted to perform paragraph division based 
on mood flow  analyses of blogs according to a modified 
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is an effective algorithm to identify interests and data of 
blogs. In 15based on classification method, provided the 
state of feelings in linked blogs. At the first step, they began 
to find related blogs in blog space. As the blogs are gener-
ally linked via many other blogs which trust them, they 
noted that there are passages in blogs that the writer pro-
posed to state his/her ideas and feelings about links and 
related blogs. It has been done by providing a method in 
the entry of Japanese blogs to extract these passages auto-
matically and then began to classify links by using available 
data in extracted area. It has been used estimation precise 
method and recall of base method for effectiveness. In 
16emphasized that blogs are the produced contents of the 
internet users and allocate to discussions about different 
subjects. The writers emphasized on knowledge-oriented 
Wikipedia which has been used widely by researchers to 
adopt issues such as feature selection and classification. 
Their empirical results have developed the percent of clas-
sification in this environment. The other research group17 
also noted to the blogs’ importance and popularity in 
recent years and considered them as a valuable data 
resource. By providing 2 stages of new and modern frame-
work, they begin to find meaningful phrases of blog posts. 
This system has subjected the blogs classification and per-
formed it by subjecting in text-dependent topics. Another 
researcher 18considered blog analyses as an important area 
of informatics behavior. The writer considers the impor-
tance of this topic as far as he/she believes that the blogs 
analyses will result in anthropology of social media. In 
19applied gender approach and classification by using 
Naive Bayes classification algorithm. The authors also 
used features such as background color and small images 
beside the noted method to classify. The other researchers’ 
findings in 20pointed out the exponential growth of blogs; 
most directories seem to help users to classify blogs as 
subjective. By emphasizing on labels which are usually 
used to describe blogs, they begin to survey label classifi-
cation effect in blogs classification. For better description, 
they Label expansion algorithm development. The fact 
which can be taken from other research group21 is that the 
difficulties of blog classification are due to the inequality 
of writing style. The writers who noted to it emphasize 
that by increasing growth of blogs, the directories can’t be 
updated so they begin to classify them subjectively by 
using centralized learning machine techniques. The writ-
ers classify blogs in 4 groups: news, politics, sport and 
personal. Their precision has been estimated as 84%. In 
22the blogs were classified into two groups: personal and 

impersonal. By providing algorithm in compared with 
data analyses methods such as support vector machine 
and nearest neighbor of function, they improve the esti-
mation precision and classification. The other group 23also 
started to identify political feelings of blog posts and its 
importance in classification. They used observed effective 
learning to classify. It can be noted to machine learning 
algorithms such as Naive Bayes and SVMs. Gerrish et.al24 
began to use co-training to classify blogs by applying 
political learning. By dividing blogs to two liberal and 
conservative groups, they stated about the differences of 
co-training and observed normal education. In this arti-
cle, Naive Bayes and KNN and its differences with the 
provided method have been discussed. The other group25 
classified blogs based on the writers’ gender. They attach 
its importance as an issue in business field and used Naive 
Bayes, regression and support vector machine as new 
techniques for its improvement. Bhagat et.al26 pointed out 
that they encounter object classification in social network 
analyses. They focus their researches in analyzing all 
objects classification in a labeled set by using data based 
on link among the objects. By emphasizing on two algo-
rithm models local and universal similarities, they focus 
on a formed multi-graph of blog data and apply universal 
similarities algorithm on some features of bloggers. 

3.  K-Nearest Neighborsalgorithm 
to Classify Bloggers

KNN method was firstly explained in 195027,28. Due to its 
simplicity, efficiency and application in a few of educational 
patterns or the same samples, it has been used in recogniz-
ing pattern29,30. In KNN algorithm, the educational samples 
are explained by numerical n-dimension features. Each 
sample is indicated by a point in numerical n-dimension 
features. So, all the educational samples are saved in an 
educational pattern of n-dimension. When there is an un-
known sample which need classification, this algorithm 
will look for an experimental pattern for K sample which is 
nearest to the un-known sample. This approach (nearness) 
is defined by Euclidean distance. If the two point include 
X1 = (x11, x12, x13, …. x1n) and X2 = (x21, x22, x23, …. x2n), so 
Euclidean distance of the equation will be as follow31:

dist x i x i
i

n

( , x ) ( )x1 2 1 2 2

1

= −
=
∑

Equation 1. Euclidean distance between points29,31
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As Euclidean distance of points is calculated, the 
label of k neighbor which is in maximum, will give to 
the unknown sample and classifying is performed by 
regulating elements based on Euclidean distance31,32,33. By 
considering 3 neighbors, KNN algorithm (K-NN) have 
been simulated for 100 data base of Kohkiloye and Boyer 
Ahmad Province bloggers’ dataset1 by using Weka tools. 
It was simulated based on pseudo-code 1.

The classification error and precision results are shown 
in Table (1) in compared with classification method of 
decision Tree1. The precision is the number of cases of the 
class which classified precisely to the all classified cases 
belongs to that case. Recall of a case is the number of cases 
in a sample class which classified precisely to the num-
bers of that class. ROC curve shows the real positive and 
false positive rate. The false positive rates are the negative 
tuples rate which wrongly known as positive and provide 
for a model. F-measure can be averagely considered as 

a scale of comprehensiveness and precision31,34. The full 
data are shown in Table 1.

In additional discussion, k & b scores delete the pos-
sibility of previous possibilities in response and find an 
appropriate equation for statistical response. Kappa 
statistic is also a statistical measurement of inter-rater 
agreement or inter-annotator agreement which is pro-
vided for quality cases. The next discussion is that how 
the accuracy of prediction methods and classification can 
be measured. It is used error function concept to find the 
dimension of performed prediction and real values as well 
as two index of Mean absolute error and Mean squared 
error to measure prediction error. It is also applied two 
indexes of Relative absolute error and relative squared 
error to calculate relative prediction error of each sample 
values in compared with prediction error toward average 
value31,34. The additional results of simulation and com-
parison with classification method of decision tree1 are 
shown in Table 2.

In Figure1, ROC curves are indicated to clas-
sify bloggers in two groups of professional (YES) and 
non-professional (NO) by using K-NN algorithm and 
decision tree1. The colored lines indicate curve of each 
group. In ROC curve, positive percentage of accuracy 
is plotted against positive percent of inaccuracy.

As it can be seen, K-NN has shown better results than 
decision tree in ROCcurve.

4.   Artificial Neural Network to 
Classify Bloggers

In recent decades, methods based on artificial intelligence 
such as ANNs are used as complement or alternative 
methods over conventional methods such as algorithmic 
ones. The neural networks are considered as the mem-
ber of non-parametric techniques which usually used to 
estimate and classify35. It is demonstrated that the ANNs 
is more capable in recognizing patterns than the other 
methods and also is a most used and important tool for 
classification. The ANNs are more appropriate alternative 
than the earlier classification methods36. The ANNs were 
brought successful results to classify different test issues 
such as industry, business, sciences, pattern recognition, 
sound adaptation, handwriting recognition, medical fields 
and so on34,37. The ANNs are the methods of experimental 
learning and have demonstrated that are equal or better 
than the other experimental methods in different fields38. 
The ANNs are firstly developed based on the operation 

Table 1. The results of K-NN and decision tree to 
classify bloggers
Method TP 

Rate
FP Rate Precision Recall F-Measure ROC 

Area
Class

Decision 
Tree[1]

0.912 0.375 0.838 0.912 0.873 0.811 Yes

K-NN 0.926 0.344 0.851 0.926 0.887 0.849 Yes

Decision 
Tree[1]

0.625 0.088 0.769 0.625 0.69 0.811 No

K-NN 0.656 0.074 0.808 0.656 0.724 0.849 No

Pseudo-code 1. pseudo-code of K-NN algorithm plan for 
bloggers classification.

considering 3 neighbors, KNN algorithm (K-NN) have been simulated for 100 data base of Kohkiloye and Boyer 
Ahmad Province bloggers' dataset1 by using Weka tools. It was simulated based on pseudo-code 1. 

Pseudo-code 1. pseudo-code of K-NN algorithm plan for bloggers classification. 
The classification error and precision results are shown in Table (1) in compared with classification method of 

decision Tree1. The precision is the number of cases of the class which classified precisely to the all classified cases 
belongs to that case. Recall of a case is the number of cases in a sample class which classified precisely to the numbers 
of that class. ROC curve shows the real positive and false positive rate. The false positive rates are the negative tuples 
rate which wrongly known as positive and provide for a model. F-measure can be averagely considered as a scale of 
comprehensiveness and precision31,34. The full data are shown in Table 1. 

Table 1. The results of K-NN and decision tree to classify bloggers 

ClassROC 
Area

F-
MeasureRecallPrecisionFP RateTP RateMethod

Yes0. 8110. 8730. 9120. 8380. 3750. 912Decision 
 Tree[1]

Yes0. 8490. 8870. 9260. 8510. 3440. 926K-NN

No0. 8110. 690. 6250. 7690. 0880. 625Decision 
 Tree[1]

No0. 8490. 7240. 6560. 8080. 0740. 656K-NN

In additional discussion, k & b scores delete the possibility of previous possibilities in response and find an 
appropriate equation for statistical response. Kappa statistic is also a statistical measurement of inter-rater agreement 
or inter-annotator agreement which is provided for quality cases. The next discussion is that how the accuracy of 
prediction methods and classification can be measured. It is used error function concept to find the dimension of 
performed prediction and real values as well as two index of Mean absolute error and Mean squared error to measure 
prediction error. It is also applied two indexes of Relative absolute error and relative squared error to calculate relative 
prediction error of each sample values in compared with prediction error toward average value31,34. The additional 
results of simulation and comparison with classification method of decision tree1 are shown in Table 2. 

Table 2. The additional results of K-NN algorithm and decision tree precision to classify bloggers 

PercentNum Method Accuracy

procedure nearest neighbor 
1. Begin 
2. Initialization Parameters

blogger = {(Degree1, 
caprice1,topic1,lmt1,lpss1,pn1), . . . , 
(Degreen,capricen,topicn,lmtn,lpssn,pbn) } 
new-blogger = (Degreen+1, 
capricen+1,topicn+1,lmtn+1,lpssn+1)  new 
instance to be classified 

3. function(classification)   
for each blogger  do 

distance (i): compute Between new-blogger with 
blogger(i) 

ordered blogger set: order blogger set Depending on 
the distance(i) 
k: Select the number of nearest neighbors 
top k set: select top k nearest neighbors from ordered 
blogger set 
assigns class (pb) of new-blogger using Top majority 
of class (pb) in top k set 
4. End 
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Table 2. The additional results of K-NN algorithm and decision tree precision to classify bloggers
Accuracy Method Num Percent

Correctly Classified instances Tree[1] 82 82 %
K-nn 84 84 %

Incorrectly Classified Instances Tree[1] 18 18 %
k-nn 16 16 %

Kappastatistic Tree[1] 0. 5648
K-nn 0. 6132

K&B Relative Info Score Tree[1] 5731. 732 %
K-nn 5898. 8665 %

K&B Information Score Tree[1] 51. 5343 bits 0. 5153 bits/instance
K-nn 53. 037 bits 0. 5304 bits/instance

Classcomplexity | order 0 Decision Tree[1] 90. 5646 bits 0. 9056 bits/instance
K-nn 90. 5646 bits 0. 9056 bits/instance

Classcomplexity | Scheme Decision Tree[1] 11831. 457 bits 118. 3146 bits/instance
K-nn 81. 4824 bits 0. 8148 bits/instance

Complexity improvement (SF) Decision Tree[1] –11740. 8924 bits –117. 4089 bits/instance
K-nn 9. 0822 bits 0. 0908 bits/instance

Mean absolute error Decision Tree[1] 0. 1834 –
K-nn 0. 1806 –

Root mean squared error Decision Tree[1] 0. 3876 –
K-nn 0. 3599 –

Relative absolute error Decision Tree[1] 41. 9651 % –
K-nn 41. 322 % –

Root relative squared error Decision Tree[1] 83. 0247 % –
K-nn 77. 076 % –

UnClassified Instances Decision Tree[1] – –
K-nn – –

Total Number of Instances Decision Tree[1] 100 –
K-nn 100 –

Figure 1. Roc curve of K-NN algorithm and decision tree 
precision to classify bloggers.

of human nerves system which includes units called neu-
ron. Their relation in this system determines network 
behavior. Selecting the type of network is depending on 
an issue which must be solved. The most common used 
networks are Back propagation Gradient Network. The 
major advantages of this network and other ANNs are 
that they are capable of using potential data. The pro-
cess of getting data from potential information is called 
network learning and assigned to determine weights in 
ANNs31,39. Multilayer Feed-Forward is a sample of ANNs 
in which the learning process of neural networks is done 
by back propagation algorithm. It is consistently repeated 
the weight learning process to classify and predict a class 
of samples. Multilayer Feed-Forward network is formed 
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of input layer, one or more hidden layer and output layer. 
Each layer is formed of units. The network entry is the 
scale of features which have learning sample and are 
entered entry or input layer simultaneously. Then, they 
became weighted and transferred to the second layer of 
pseudo-neuron units which known as hidden layers. The 
output of hidden layer can entered as an entry to the other 
hidden layer. The weighted output layer or hidden layers 
are used as the entry of output layer which can provide 
classification process and prediction of samples and test 
samples by reaching to ideal weight after network learn-
ing of educational dataset40. In pattern recognition issues, 
we need an artificial neural network to classify entry or 
input to a set of goal groups. The ANNs pattern of recog-
nition tool will help us to select data, create and provide 
network learning and perform our performance assess-
ment by using mean square error and confusion matrix. 
In this paper, we use not only K-NN method to classify 
bloggers but also ANNs to increase accurate classification 
rate. As a result, by creating and the ANNs learning, we 
begin to assess performance by applying precise classifi-
cation indexes. 

Firstly, we create an artificial neural network by using 
MATLAB tools. Our artificial neural network is a feed 
forward network with tan-sigmoid transmission function 
in output and hidden layers it is used 10 neurons in the 
hidden layer. The network includes 5 inputs and 2 out-
puts as the goal vector has 2 members and allocates to 
2 groups of bloggers (professional and non-professional) 
for 100 dataset of Kohkiloye and Boyer Ahmad Province1. 
The general architecture of feed-Forward artificial neural 
network to classify bloggers is shown in Figure 2. 

The number of input nodes in ANNs, the number of 
nodes in hidden layer and the number of output nodes 
are usually arranged by final data, error and test and final 
decision parameters, respectively41. Learning network, 
test and artificial neural network display are shown in 
pseudo-code 2.

We set the number of neuron in the hidden layer equal 
to 10 and create the network on the basis of 2 hidden lay-
ers. In the other stage, all the input data are classified in 
groups randomly. We use 70, 10 and 20 % of data for 
learning program, validation and network test, respec-
tively. In network learning section, by selecting Gradient 
learning and scaled function (as learning function), we 
began to network learning. 

It is necessary to note that by using NPRTOOL in 
MATLAB tools, the efficiency of network will review as 

Figure 2. The general architecture of feed-Forward 
artificial neural network to classify bloggers.

Figure 2. The general architecture of feed-Forward artificial neural network to classify bloggers. 

The number of input nodes in ANNs, the number of nodes in hidden layer and the number of output nodes are 
usually arranged by final data, error and test and final decision parameters, respectively41. Learning network, test and 
artificial neural network display are shown in pseudo-code 2. 

Pseudo-code 2. pseudo-code of planning artificial neural network to classify bloggers. 

We set the number of neuron in the hidden layer equal to 10 and create the network on the basis of 2 hidden 
layers. In the other stage, all the input data are classified in groups randomly. We use 70, 10 and 20 % of data for 

Procedure neural networks 
1. Begin 
2. Initialization Parameters
      inputs:{(Degree1, caprice1, topic1, lmt1 ,lpss1), . . 
. , (Degreen, capricen ,topicn, lmtn ,lpssn)}
      targets:{(pb:yes1…pbyes n),(pb:no1…pbno n)} 
3. Hidden Layer Size 
Select the number of hidden layers; 
4. Net
      pattern net(hidden Layer Size); 
5. net. Divide Fcn
Choosing how to divide the sample 
6. Net. Divide Mode 
     Choosing mode of divide the sample; 
7. SELECT type of sample 
8. Net. Train Fcn: conjugate gradient back propagation 
      selected Network training function 
9. Net. Perform Fcn: Mean squared error
     Choose a Performance Function 
10. Train the Network 
      [net, tr] = train (net, inputs, targets); 
11. Test the Network
      output = net(inputs); 
compute error of network 
12. Performance
      compute performance of network 
13. End 

Pseudo-code 2. pseudo-code of planning artificial neural 
network to classify bloggers.
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default by Mean squared error and the learning process 
will be stopped, if the assessment error increased during 
6 consecutive and repeated stages. For this issue, it is hap-
pened in 45 repetitions. The diagram of learning errors, 
assessment errors and test errors are shown in Figure 3.

As it can be seen, the best efficiency is achieved in 39 
repetitions. The learning procedure of learning data is 
achieved 45 repetitions and shown in Figure 4.    

In Figure 5, the histogram of learning stages errors are 
shown. 

To analyze network response of confusion matrix 
and different errors in final network case is shown in 
Figure 6.

Diagonal elements in each table indicate the number 
of cases which classified accurately. The non-diagonal 
elements are those which classify inaccurately. The blue-
colored cell (in the lower right corner of depicted tables in 

Figure 6) indicates total percentage of inaccurate classifi-
cation in red color. In Figure 7, ROC curve are indicated 
for learning stage, validation, test and finally 3 stages 
inclusion in general. In ROC curve, positive percentage of 
accuracy is plotted against positive percent of inaccuracy.

As it can be seen in ROC curve, the artificial neural 
network has appropriate function in classification.

5. Discussion and Evaluation
In Lazy method of classification all learning samples are 
saved firstly and no classification is performed till the 
unknown sample didn’t need it. It is completely opposite 

Figure 3. The diagram of learning errors, (validation) 
errors and test errors of feed-Forward artificial neural 
network to classify bloggers.

Figure 4. The learning procedure of learning data of feed-
Forward artificial neural network to classify bloggers.

Figure 5. The histogram of learning stages errors of feed-
Forward artificial neural network to classify bloggers.

Figure 6. Confusion matrix and Feed-Forward artificial 
neural network errors to classify bloggers.
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of eager methods. In eager methods, a model is created 
by using learning data before unknown sample entry. 
As it enters, it is classified by using previously created 
model29,32. The difference of these two methods is that 
in eager method, a lot of time is spent to create model 
in learning stage as the classification is performed very 
quick. But in lazy method, the data and learning net-
work has saved the model at first and then, spent more 
time to classify34,42,43. Decision Tree1 and artificial neural 
network methods were firstly created a model by using 
learning data and then used the same previous model for 
new entries or inputs. So, they are considered as eager 
method. However, K-NN algorithm is a method based on 
the nearest learning samples in features space. And, as the 
new sample entered to classify, the model will be created. 
So, it is the sample of lazy method. The types of classifica-
tion of these methods to classify bloggers are shown in 
Table 3.

There are also differences in the precision of classifica-
tion in 3 different methods as it can be seen in the table. 
In Table 4, the rate of accurate classification of provided 
methods are indicated based on decision Tree method1.

Considering the results of Feed-Forward algorithms, 
K-NN and decision Tree1 methods to classify bloggers, it 
can be seen that K-NN method improved 2% the classifica-
tion results of decision Tree1. Then, by providing artificial 

neural network, K-NN classification results improved, 
too. And finally, to get the precision to 90% accuracy, by 
using artificial neural network, we increase precision to 
6 and 8 % toward K-NN algorithm and Decision Tree, 
respectively.

6. Conclusion
Web logs are one of the effective tools of web2 which has 
more capabilities than other web2 tools. The bloggers are 
those administrated blogs and can be classified either 
professional or non-professional. The tendency of the 
bloggers can be determinant of their social characteristics 
and living environments. So, bloggers classification is con-
sidered important. Two methods were used in this paper: 
KNN and Artificial Neural Network to classify bloggers of 
Kohkiloye and Boyer Ahmad province in Iran. The simu-
lation test results have demonstrated that the provided 
method had relative improvements over earlier approaches 
and provided better results for bloggers to classify. 
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