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Abstract
The uniqueness of the retina blood vessels pattern is the most accurate pattern among other biometric systems. In this 
paper, we present a new approach for human identification using retina recognition and fuzzy C-means clustering algo-
rithm. This method is insensitive to rotation, rescaling and transformation. The Fourier-Mellin transform coefficients and 
moments of the retinal image have been used as features extracted in our system. To compensate the rotational effects of 
the retinal scanner, a rotation compensator was designed. For optic disc localization, the Haar wavelet and snakes model 
have been used. The experimental results show an error rate close to zero for the propose method.

1.  Introduction
Nowadays with the growth of information technol-
ogy and the need for high security, applying different 
identification methods has received special attention. It 
is important for an identification system is to be accu-
rate, low cost, fast, and safe. Some current identification 
methods are based on the recognition of fingerprint, 
face, hand palm, iris. However, these methods are all 
vulnerable considering plastic surgeries and similar 
changes, while this is not the case for the retina. Human 
retina would never change during one’s life. This char-
acteristic and the uniqueness of the retina blood vessels 
pattern increases identification accuracy and thus is the 
most accurate method among other biometric systems1,2. 
Retina based identification systems are mostly used in 
sensitive places such as military service centers, biologi-
cal laboratory, and power reactors which demands high 
amount of security.

According to3, a majority of biometric studies fall into 
the categories of fingerprint, facial and symbol analysis and 
recognition, about 74%. It can be shown in the Figure 1.

In this paper we proposed a new precise approach to 
human identification. Also by applying some preprocessing 
stages on retina image, arises the performance and needi-
ness of accurate and valid retina recognition system.

2.  Retinal Anatomy
The retina is a 40 mm thin layer of cell at the back of the 
eyeball which converts the received light to electrical ner-
vous signals and sends it to the brain. Retina is surfaced by 
blood vessels which branch from a part called Optic disc 
and spread through the retina surface. The optic disc is 
the region on the retina at which optic nerve axons enter 
and leave the eye. Due to lack of photoreceptors this area 
has more brightness than other areas of the retina and has 
a diameter of almost 1.5 mm. 

The optical disc position is a very important matter 
and can be used as an origin to determine the position 
of other parts such as Fovea4. Fovea or the “yellow spot” 
is a very small area at the center of retinal that is most 
sensitive to light and is responsible for our sharp central 
vision5. Figure 2 shows the surface anatomy of retina.
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3.  �Retina based Identification 
Systems

One of the most accurate techniques for human identifica-
tion is based on the uniqueness of the retina blood vessels 
pattern. The unique structure of the blood vessels in the 
retina pattern was first introduced in 1936 by Simon and 
Goldestein6. 

Retina scanners are used to take image of retina pattern. 
These scanners take pictures of retina vessels pattern by 
analyzing absorption and reflection of scattered light and 
thus darker areas are detected as vessels. The first identifi-
cation system using commercial retina scanner called Eye 
Dentification 7.5 was proposed by Eye Dentify Co. in 1976. 
Figure 3 shows two current commercial retina scanners.

Research on biometrics based on retinal vascular pat-
terns has been limited for the most part to applications on 
image registration and subsequent detection of vascular 
patterns. The registration process can be feature-based 
or area-based. In the area-based, pixel intensities of the 
retinal image are used in objective functions based on 
statistical properties such as cross-correlation, phase cor-
relation, or error values25,27. For feature-based registration, 
the process done by matching characteristic high-contrast 
or point entities using a similarity measure and may also 

use geometric features such as bifurcations and angles in 
vascular patterns to achieve matching19,22–24,26.

One of the common methods for retina recognition 
with the most attention in research papers, is retinal image 
superposition based on index points. These index points 
can be the end points and bifurcation points. Different 
techniques are used to find these points. In19, 26, 24 and 22 cross 
number techniques have been used to extract these points. 
In23 from the Harris detector has been used for this pur-
pose. Another method that has been used in some papers, 
is applying Fourier or Wavelet Transform on retinal images 
to feature extraction based on the level of energy in differ-
ent part of the image. In20, particular sectors as concentric 
half-circles are considered. In18, the image is partitioned 
into radial and angular forms to create the feature vector, 
the number of edge points is defined as a feature element.

Early method was proposed by Hill7, on retina recog-
nition. He immediately utilized scanned retina image as 
feature vector. A feature was intersection angle of scattered 
blood vessel with two concentric circles. First circle was 
divided in 0 to 120 degree and second circle was divided 
in 120 to 360 degree. Radius of larger circle almost was 
equal to retina diameter and other was half of first circle. 
In fact numbers in range 0 to 360 were feature vectors 
constituent that should be compared with stored feature 
vectors. It’s obvious that main drawback of Hill’s method 
is high sensivity to imaging variation such as unwanted 
rotation. In addition to didn’t apply any preprocessing on 
original retina image.

4. � Block Diagram Presentation of 
Proposed Identification System

Proposed system consists of three main blocks predicted 
on Figure 4; 1- preprocessing main block, 2- feature 

Figure 3.  Retina scanners.
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Figure 1.  Percentage of biometric applications in real life 
(Int. biometric group (2003)). Figure 2.  Retina Surface anatomy.
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generation main block, 3- Feature matcher main block. 
Elementary block itself comprises three blocks:

a)	 Mass center finding block 
b)	 Haar wavelet transform (third level) block for detect-

ing primitive optic disk candidate 
c)	 Applying morphological operators (dilation and ero-

sion) block 

In elementary block we want to find two fixed points 
in retina images: mass center of image and optic disk 
center, by using two fixed point we construct a rota-
tion compensator which eliminate unwanted rotation 
in retina imaging. The highest bright point of third 
level output from retina image’s wavelet transform is 
primitive candidate for Optic Disk (OD) center; rea-
son for utilizing two dimensional wavelet transform is 
related to wavelet’s multi resolution analysis theorem. 
To obtain correct convergence onto the boundary of the 
optic disk, we need to preprocess the image to remove 
pixels corresponding to thickness vascular structures, 
and replace them by pixels representative of the optic 
disk background behind. This action is performed by 
morphological techniques: dilation and erosion with 

same 5 × 5 structuring element. In OD localization block 
we use of snakes model.

In secondary main block we apply Fourier-Mellin 
transform on preprocessed image to extracting features, 
although central section of output plus image moments 
are defined as feature vector. Finally in feature matcher 
main block we can classify output features with respect 
to enrollment retina images which are feature vector 
dataset.  

5.  Optic Disc Localization
Since the optical disc position is a very important matter 
and can be used in analytical matters, different methods 
have been proposed to determine this position8. In this 
paper we used an effective approach with some modifi-
cations to Mendels work9 which uses active contours or 
snake model. Snakes model were first presented by Kass, 
Witkin, and Terzopoulos10, for image segmentation. 

Active contours, also know as snakes, are generated 
curves that move within images to find object bound-
aries and are often used in image analysis to detect and 
locate objects. These closed curves move by internal and 
external forces. Internal forces are determined from curve 
specification and external ones from image information. 
These forces were defined in such a way that the initial 
curve moves through object borders in the image. The 
active contour model is defined as an energy minimizing 
spline and the snake’s energy depends on its shape and 
location within the image. 

One of the problems of snake model is its depen-
dency to the initial contour11. If the initial contour is not 
enough close to the aimed object, it may cause error and 
thus selecting initial contour is very important for error 
reduction. In this paper we used Haar wavelet to estimate 
the initial contour to find optic disc position. By apply-
ing Haar wavelet in three levels on retina image and using 
third level image, we find the position with maximum 
luminance. This is the initial point corresponding to optic 
disc position which is shown by podc. Now by selecting 
appropriate threshold It ∈ [0.9,1] the optic disc center is 
calculated as in (1)
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where, RD (x, y) is the candidate optic disc area and POD is 
the center of optic disc. P(x, y), indicates the pixel posi-
tion and IP (x, y) shows its gray level. This approach avoids 
optic disk center localization algorithm error.

After we found the position of the optic disc, being 
aware of the fact that it has a circular shape, the initial 
contour would be a circle with the center of the optic disc 
and a specific radius by the center of POD .

Since active contour approach is based on image 
gradient and spread through the homogeneous area sur-
rounded by high gradient, applying this method to retina 
image for finding optic disc that is divided into parts by 
thick blood vessels, is a difficult matter. Therefore we used 
Mendels approach9, to overcome this problem.

Using morphological operators, in this method we 
remove blood vessels from optic disc area in order to pro-
vide a homogenous area before applying snake model. 
Figure 5 shows each time we apply the snake’s model, 
snakes shape modifies and spread through the optic disc 
boundary. In each step we calculate snakes center of 
gravity and add it to optic disc center candidate set. This 
process continues iteratively for some steps. Finally we 
find the exact optic disc center by averaging the candidate 
set. The final position is shown in Figure 6.

6.  Rotation Compensation
The identification approach should not be sensitive to 
rotation which might occur during scanning process. 

To do so rotation compensation was implemented using 
two fixed point: center of optic disc, and mass center of 
image. The mass center of a 2D object is calculated as the 
following:
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where, f(x, y) is the density distribution function. We 
define luminance intensity of a pixel I(x, y), as  f(x, y) for 
our gray scale images and as a result, the center of mass 
for a M × N image would be defined as Equations 3.

	

1 1 1 1

1 1 1 1

( , ) ( , )

( , ) ( , )

M N M N

x y x y
M N M N

x y x y

xI x y yI x y

x y
I x y I x y

= = = =

= = = =

= =
ÂÂ ÂÂ

ÂÂ ÂÂ
	

(3)

The importance of mass center of image is the fact it is 
independence from scale and rotation. Considering this 
fact, images in this pre-processing step would be rotated 
in such a way that the line through optic disc center and 
mass center, lies on the horizon. 

7.  Feature extraction
To extract features of retina image, we used analytic Fourier-
Mellin Transform (FMT) and Image Moments (IM).

Figure 6.  Optic disc final position.Figure 5.  Snake shape modification process.
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7.1  Standard Fourier-Mellin Transform
Fourier-Mellin transform was proposed in the late 70’s for 
pattern recognition12 which was used later for signal and 
image processing. For image retrieval, rotation and scaling 
invariant features based on FMT can be used. This transform 
investigates the image similarity. Consider that f indicates 
the gray scale level of a 2D image. Standard Fourier-Mellin 
transform of function f is defined as Equation 4:
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where, ¬+
*  is a productive group and S1 indicates unit cir-

cle on R2. Also ¬ ¥+
* S1 makes a commutative group with 

rule (α, θ) ° (ρ, ψ) = (αρ, θ + ψ). 
Ghorbel in13 suggested that fσ(r, θ) = rσ f (r, θ) can be 

used instead of standard FMT f (r, θ), in which σ is a posi-
tive real constant. Thus Considering Equation 4 in the 
origin, we would have analytic Fourier-Mellin transform 
which is a unique transform of an image.
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f (r, θ) can be retrieved using inverse analytic  
Fourier-Mellin transform as in Equation 7, where Mfσ is 
additive on Z ¥ ¬.

	

" Œ¬ ¥

=

+
*

- +

Œ-•

+•

ÂÚ

( , )

( , ) ( , )

r S

f r M k v r e dvf
iv ik

k Z

q

q s
s q

1

	

(7)

Figure 7 shows analytical FMT of a retina image.

7.2  Image Moments
Moments based features are widely used as invariant iden-
tifiers for pattern recognition. In21 the feature vector is 

computed using Zernike moments on the binary prepro-
cessed version of the retinal fundus image. Two different 
feature vectors based on moment and independent of 
transform, scaling, rotation, and contrast are Hu moment 
invariants14, and Complex Moments Magnitudes (CMM). 
Since computing CMM is much simpler than Hu moment 
invariants, we used CMM for density distribution func-
tion f (x,y) as the followings:
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where, Cpq is the (p + q)th order moment. Complex 
moments are not invariants in their place, however by 
applying Equation 9 and considering amplitude, rotation, 
transformation, rescaling and contrast, will become inde-
pendent.
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8.  Classifier Designing
In order to create the retina “feature vector”, we used a 
combination of FMT and IM in such a way that feature 
vector, consists of central FMT harmonics length which 
contain valuable information about the image and are 
moments up to (2 + 2) order i.e. moment C22. 

The next step was to design a classifier for input vec-
tors and we applied Fuzzy C-means for this task.

Figure 7.  Retina (Figure1) image FMT.
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8.1  Fuzzy C-Means
Fuzzy C-Means Clustering (FCM) is a method which 
employs fuzzy partitioning in such a way that a point 
can belong to all groups with different membership 
grades between 0 and 1 and tries is to find cluster centers 
(centroids) which minimize a dissimilarity function. The 
algorithm of FCM is as follows15,16.

1.	 Randomly initialize the membership matrix (U) with 
respect to Equation 10. 

	 1

1, 1, ,
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(10)

2. Calculate centroids(ci) by using Equation 11.
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3.	 Compute dissimilarity between centroids and data 
points using Equation 12 where uij is between 0 and 1,  
ci is the centroid of cluster i, dij is the Euclidian dis-
tance between ith centroid (ci) and jth data point; and m 
∈[1, ∞] is a weighting exponent. Stop if its improve-
ment over previous iteration is below a threshold.
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4.	 To reach a minimum of dissimilarity function com-
pute a new U using Equation 13 and Go to Step 2.
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Due to randomly initialization of membership matrix, 
FCM might not converge to an optimal solution however 
in our work since centroids are database vectors, there 
would be no such problem.

9.  Results
The proposed system was implemented in Matlab 6.5 
Software and tested on a database of 37 different images 

of 512x512 pixels as shown in Figure 8. To show that 
our method is not sensitive to rotation and rescaling, 
we increased the test data to 148 images by rotation 
and rescaling modifications. Experimental results 
show high accuracy classification capability among 
similar images. Plots of both FAR and FRR against a 
supposed threshold value are a commonly used method 
for ratings of biometric systems. Figure 9 shows False 
Rejection Rate and False Acceptance Rate to determine 
system reliability.

To comparing error rates between our method and 
other biometric recognition methods Table 1 is showed in 
our method error rates closes to zero with large range in 
threshold’s amount.

Figure 8.  Some of our main retina image database.
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Biometric
Trait

Test
Test
Conditions

FRR FAR

Fingerprint FVC 2004
 (Maio et al.)

Exaggerated
skin distortion,
rotation

2% 2%

Fingerprint FpVTE 2003
 (Wilson et al.)

US Government
operational data

0.1% 1%

Face FRVT 2002 
(Phillips et al.) 

Varied lighting,
outdoor/indoor,
time

10% 1%

Voice NIST 2004
(Przybocki and 
Martin)

Text
independent,
multi-lingual

5–10% 2–5%

Iris ITIRT 2005 
(International 
Biometric Group)

Indoor
environment,
multiple visits

0.99% 0.94%

Table 1.  The false accept and false reject error rates associated with the fingerprint, face, voice and iris 
modalities17.
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Figure 9.  FRR and FAR diagrams.

10.  Conclusion
In this work a new approach for human identification 
using retina recognition and fuzzy clustering algorithm 
was proposed which is insensitive to rotation, rescaling 
and transformation. For feature extraction, the Fourier-
Mellin transform coefficients and moments of the retinal 
image have been used. Implementation results indicate an 
error rate close to zero for the propose method.
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