
Abstract
As there are new techniques growing to reveal the hidden information on data, the threat towards those data also 
increases. Therefore, privacy preservation in data mining is an emerging research area which develops various algorithms 
to anonymize the data provided for data mining. The existing methodology handles the tradeoff between utility and privacy 
of data in a more expensive way in terms of execution time. In this paper, a simple Anonymization technique using sub-
clustering is specified which achieves maximum privacy and also utility with minimum execution time. The methodology 
is explained with algorithm and the results are compared with the baseline method.
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1. Introduction

Data are values of qualitative or quantitative variables, 
belonging to a set of items. In recent years, advances in 
hardware technology have made an increase in the capa-
bility to store and record personal data about consumers 
and individuals. This has lead to concerns that the per-
sonal data may be misused for a various purposes. Data 
explains a business transaction, a medical record, bank 
details, educational details etc., Use of technology for data 
storage and processing has seen an unexpected growth in 
the last few decades. Such information includes personal 
details, which the owner doesn’t like to disclose. Such data 
are the input and sources for data mining. Data mining 
gives us “facts” that are not obviously seen to human ana-
lysts of the data. When such private data are given directly 
for mining, the security and the privacy of the individual 
is highly affected. So the data are modified and provided 
for data mining. But the problem is that the modified data 

should also produce a similar mining result18, 31. This has 
lead to a special research area called privacy preservation 
in data mining which is an intersection of both data min-
ing and information security. The fact in this area is the 
additional anonymization task which is used to imple-
ment the privacy that degrades the performance of the 
data mining algorithm, which results in incorrect mining 
results. 

PPDM techniques can be classified into two types5. 
(1) Perturbation methods13 – which alter the data by  
generalization17, suppression, additive or multiplicative 
factor, fuzzy based, or geometric projections and random 
number projections. (2) Cryptography based method 
– they use a public or private key to hide the data and 
reconstructed when required. Perturbation methods 
are mainly used with a little compromise on data utility, 
as the data are altered and or not reversible. Privacy is 
provided to an extent except closeness attack. For some 
applications where the data should not be altered at all 
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does not encourage privacy as it becomes a complete fail-
ure. Example, Disease spread in a zip code in the past few 
years. In this case even if the zip code value is generalized 
or altered even by single value the result will be a wrong 
one. Cryptographic methods use a single key value which 
is vulnerable to privacy threats and the similarity attack is 
possible in all these methods. The method is also consid-
ered to be costly as it is to be applied on each data.

PPDM algorithms can also be implemented for data 
streams14. But in this paper only a static data base is con-
sidered.

2. Related Work 
Sweeney et al.28, has started with privacy preservation 
using k-anonymity. Agarwal6,23 came up with the tech-
nique of perturbation using randomization methods. 
Sweeney22 again introduced a methodology of using 
generalization hierarchy for implementing k-anonym-
ity. A new perturbation technique has been suggested32 
using tree concept. k-anonymity25 is used for Privacy 
preservation in data mining using micro-aggregation. 
Oliviera et al.27,30 innovated that clustering can be used to 
group the data for perturbation. The authors2,3,7–9,15,16,24,26 
also concentrates on the success of using clustering 
technique for implementing k-anonymity or other per-
turbation techniques. The author1 specifies various types 
of clustering with their applications. Other than cluster-
ing grouping of data can be done by nearest neighbour10, 
decision tree29 or bucketization35.

Oliveira have also identified that isometric trans-
formation based rotation can be used for perturbation. 
There are various advantages for this method, as it main-
tains the statistical parameters like centroid, variance 
etc., and also best forwards the correlation between the 
attributes. The only disadvantage of this method being it 
reversible and allows similarity attack. K-anonymity has 
homogeneity problem and hence improvised as l-diver-
sity4,11,19 (L, α)-diversity33 and t-closeness21. Isometric 
transformation9,26,27 is done on clusters, which exhibits 
the advantages of both of the techniques.

PPDM34 has been implemented using multi level trust, 
which combines access control and Anonymization.

A direct rotation on clusters is susceptible to similar-
ity and skewness attacks. Hence to avoid this problem, 
in our methodology, the clusters are sub-clustered and 
random angles are generated for each object in an equiva-
lence class.

3.  Problem Definition 
A novel methodology that anonymize the data without 
affecting the statistical values and data mining results, 
and is not susceptible to homogeneity, similarity attack 
and skewness attack is required. A control towards the 
Anonymization without compromising on privacy and 
utility of the data should be provided by a procedure, with 
less computational time.

4.  Data Relocation based on Sub-
clustering [DRBS]

An Anonymization technique which maintains the simi-
larity of individual data and the correlation among the 
data can be implemented by using Isometric transforma-
tion. According to the flow diagram provided in Figure 1, 
the data are grouped using clustering. FCM based cluster-
ing is used since it is more efficient compared to k-means 
algorithm. The problem of homogeneity is solved by sub-
clustering each of the clusters and equivalence classes are 
identified. The sub-clusters are then arranged sequentially 
based on their positions and Euclidean distance between 
their centroids. Each record in an equivalence class is 
anonymized differently using controlled relocation.

In this method, the quality of the data is maintained 
and the mis-classification error is less. There are some 
basic terms required to be explored without going in 
detail about the algorithm. Table 1 specifies the various 
notations used in the manuscript.

Definition 4.1: Quasi Identifiers - A set of non-sensitive 
attributes {a1, . . . , am} of a table is called a quasi-identifier 
if these attributes can be connected with external data 
to uniquely identify at least one individual record in the 
whole database. 

Definition 4.2: Privacy – A database is privacy pre-
served if there is minimum probability of associating any 
single record with its sensitive attribute.

Figure 1. Operation of DRBS.
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Definition 4.3: Isometric Rotation - Let T be a transfor-
mation in the n-dimensional space, i.e.,

  F : Tn → Tn 
is said to be an isometric transformation if it preserves 

distances between any two points p,q satisfying the fol-
lowing constraint: |F(p)- F(q)| = |p-q| for all p, q ∈ Tn.

Definition 4.4: Centroid – It is defined for an attri-
bute as a mean or average of all the transaction values. 
All the data are concentrated around this point. After 
Anonymization the centroid of a cluster is expected to be 
stable. The centroid of cluster k for attribute j is given by,

4.1 Algorithm of DRBS
Input: Original data T
Output: Anonymized data T’
Method:

Step 1: T is clustered into K clusters using FCM 
algorithm

Step 2: Each cluster is grouped into Xk number of sub-
clusters using FCM algorithm

Step 3: The sub-clusters are arranged sequentially 
using Euclidean distance between their centroids.

Step 4: For each cluster k,
Step 4a: For each Sub-cluster Sx,k,
(i)  Determine the number of records in Sx,k as Y.
(ii)  Identify Y number of adjacent sub-clusters
(iii)  Map each of the records with the centroids of 

selected sub-clusters.

(iv)  Perform isometric transformation with respect 
to the selected centroids.

4.2 Experimental Setup
The Adult dataset in UCI data repository is used, which has 
30,162 records after pre-processing. Seven attributes form 
the dataset are chosen. They are age, marital-status, race, 
sex, hours-per-week, native-country and Salary. In this 
“Salary” is selected as sensitive attribute and the remaining 
are quasi-identifying attributes. MATLAB is used to clus-
ter and compare the results with base-line method chosen 
as a direct rotation using isometric rotation.

4.3 Performance Metrics
The Anonymization alters the data which affects the 
usability of the data. Algorithms can be measured in 
terms of some defined metrics12 as follows:

4.3.1 Information Distortion
Information distortion20 is a measure that can be cal-
culated from the difference between the original table 
and the anonymized table. It can also be defined as the 
distribution of data with respect to the centroid. The 
information distortion of each cluster can be calculated 
separately and their sum is calculated using the follow-
ing equations. The dissimilarity of record i in jth attribute 
with respect to centroid ck is given by, 

diss (ri,j, ck,j) = [ri,j − ck,j ]
2  (2)

The distortion of all records is given by

where, uik specifies the membership of ith record in 
kth cluster.

uik ∈ {0,1}  (5)
Figure 2 shows the variation of information distor-

tion with respect to the number of sub-clusters. As the 
number of sub-cluster increases, the size of the sub- 
clusters and the distance between the sub-cluster 
decreases. Hence, the increase in number of sub-clusters 
decreases the amount of movement of data and hence also 
decreases the amount of information distortion.

Table 1. Notations used
Variables used Explanation
n Number of records
m Number of attributes
K Number of Clusters
C Centroid
r1,r2,…,ri…rn Individual record
a1,a2,…,aj…am Individual attributes
1…k…K Individual cluster
c1,c2,…,ck…cK Individual centroid
X1,X2,…Xk…XK Number of  sub-clusters in 

each Cluster
S1,k…Sx,k…SXk,K Individual sub-cluster in 

cluster k
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The analysis shows that as the number of sub-clusters 
increases, the information distortion and mis-classification 
error decreases but the amount of privacy preserved records 
also decreases. Hence to avoid this tradeoff between utility 
and privacy a suitable number of sub-clusters should be 
chosen which is found to be Y/4, where Y is the number of 
records in a cluster.

5. Conclusion and Future Work
The methodology of data relocation using sub-clustering, 
successfully anonymize the data, which can be used for 
data mining with maximum efficiency. The method is 
computationally irreversible and prevents from recon-
struction attack, similarity and skewness attack. Since the 
procedure uses simple clustering scheme it takes linear 
amount of time to execute.

4.3.2 Mis-classification Error (ME)
The number of records wrongly matched to a different 
cluster due to data modification with respect to the total 
number of records is termed as mis-classification error. 
The value should be zero for an efficient system. But com-
putationally only for a direct isometric transformation it 
is zero. Since they are rotated with respect to the centroid 
within the cluster the error is minimum compared to a 
randomization method. As the number of sub-clusters 
increases, the distance between the centroids decreases 
resulting in less ME. Figure 3 shows the change of ME 
with respect to simple Isometric transformation as the 
size of the sub-cluster increases.

4.3.3 Amount of Privacy
This is measured by the number of records altered dur-
ing Anonymization. If the records remain unaltered, 
then they are considered to be not protected. If the 
records are homogenous then SIT results in more num-
ber of unaltered records. Figure 4 shows the amount of 
privacy preserved by DRBS method. As the number of 
sub-cluster increases, there are more chances for a record 
to be in equivalence classes and the distance between 
the centroids become lesser, leading to more number of 
unaltered records. The problem of homogeneity attack 
in SIT has been overcome in this method as different 
sub-clusters are chosen for relocation. The problem of 
similarity attack is also dealt successfully as no direct 
heuristic methods are followed and the centroids of sub-
clusters before and after Anonymization are different. 
Skewness attack is handled, as any partial or complete 
records knowledge will not assist to identify the remain-
ing records.

Figure 2. Performance based on Information Distortion.

Figure 3. Performance based on Classification Error.

Figure 4. Performance based on Privacy preservation.
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The method is implemented only for numeric attri-
butes, which can be extended to categorical attributes. 
The method is not suitable for data streams, as each 
data may be present in different clusters which alter the  
centroids. Hence a suitable method for handling data 
streams is required.
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