
Abstract
In the performance of data mining and knowledge discovery activities, rough set theory has been regarded as a powerful, 
feasible and effective methodology. There is a need for analysis of medical data that deals with incomplete and inconsistent 
information with the tremendous manipulation at different levels. In this context, rough set rule induction algorithms are 
capable of generating decision rules which can potentially provide new medical insight and profound medical knowledge. 
By taking into consideration all the above aspects, the present investigation is carried out. The results clearly show that 
rough set approach is certainly a useful tool for medical applications. Relationships and patterns within this data could 
provide new medical knowledge. The genetic algorithms offer an attractive approach for solving the feature subset selection 
problem. The process of finding useful patterns or meaning in raw data has been called knowledge discovery in databases. 
The algorithms used for the present study are: Exhaustive search, Covering, LEM2 and Genetic algorithms. Rules are 
generated and improved in the case of the above mentioned four algorithms. Further, the generated rules are improved by 
applying the shortening ratio as 0.8. Some of the important results of the present investigation include maximum coverage 
of 100% is observed in the case of exhaustive and genetic algorithms.
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1.  Introduction

The great advances in information technology have made 
it possible to store a great quantity of data. In the late nine-
ties, the capabilities of both generating and collecting data 
were increased rapidly. Millions of databases have been 
used in business management, government administra-
tion, scientific and engineering data management, as well 
as many other applications. It can be noted that the num-
ber of such databases keeps growing rapidly because of 
the availability of powerful database systems. This explo-
sive growth in data and databases generated an urgent 
need for new techniques and tools that can intelligently 
and automatically transform the processed data into use-
ful information and knowledge. In the medical domain, 
rough set analysis is actively utilized for the extraction 

of decision rules from various data sets such as diabetes 
mellitus, spinal cord injury1 and hepatitis.

1.1 � An Overview of Rough Set Theory (RST)
In recent years, Classical rough set theory developed2 

has made a great success in knowledge acquisition. Rough 
set theory is relatively a new tool that deals with vague-
ness and uncertainty inherent in decision making. Rough 
Set Theory (RST) is a useful mathematical tool to deal 
with imprecise and insufficient knowledge, find hidden 
patterns in data, and reduce the size of the dataset3. Also, 
it facilitates (i) the evaluation of the significance of the 
data and (ii) the easy interpretation of the results.Rough 
set theory has been regarded since its very inception as a 
powerful and feasible methodology for performing data 
mining and knowledge discovery activities. In Rough 
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set theory, knowledge is represented in information 
systems and an information system is a data set repre-
sented in the form of a table, which is called as decision 
table4. In the area of knowledge discovery particularly in 
machine learning and rule extraction, Rough set theory3 
has gained much popularity. In particular, it is useful in 
discarding redundant information in a database, i.e. to 
arrive at a minimum number of attributes that would still 
allow each data record to be distinguished from the oth-
ers1. This minimum set of attributes is called as a reduct. 
Rough set theory5–6 can deal with uncertainty and incom-
pleteness in data analysis and deems knowledge as a kind 
of discriminability. The redundant information or fea-
tures are removed by the attribute reduction algorithm by 
selecting a feature subset that has the same discernibility 
as the original set of features. Rough set has the follow-
ing strong special features viz., (i) a machine learning 
method which generates rules based on examples con-
tained within an information table (ii) a well established 
theory/mechanism capable of solving, understanding and 
manipulating problems associated with imprecise and 
insufficient knowledge and (iii) finds a wide variety of 
applications related to artificial intelligence and (iv) from 
the medical point of view, rough set is an excellent tool, 
which aims at identifying subsets of the most important 
attributes influencing the treatment of patients. In fact, the 
main advantage of choosing the critical feature is by sim-
plifying data description which may facilitate physicians 
to make a sound and prompt diagnosis. Further, collec-
tion of fewer features is certainly advantageous since the 
collection of data is a highly time consuming and expen-
sive job in the medical applications. In different phases of 
the knowledge discovery process rough set can be used 
as attribute selection, attribute extraction, data reduction, 
decision rule generation and pattern extraction3.

Rough set theory has found many interesting applica-
tions. The rough set approach seems to be of fundamental 
importance to AI and cognitive sciences, especially in 
the areas of machine learning, knowledge acquisition 
and decision analysis, knowledge discovery from data-
bases, expert systems, inductive reasoning and pattern 
recognition. It seems to be of particular importance to 
decision support systems and data mining and has been 
successfully applied in many real-life problems in medi-
cine, pharmacology, engineering, banking, financial and 
market analysis for various engineering applications, like 
diagnosis of machines using vibroacoustics symptoms 
(noise, vibrations) and process control. Application in  

linguistics, environment and databases are other impor-
tant domains.

Rough set approach to data analysis has many impor-
tant advantages:

•	 Provides efficient algorithms for finding hidden pat-
terns in data. 

•	 Identifies relationships that would not be found using 
statistical methods. 

•	 Allows both qualitative and quantitative data. 
•	 Finds minimal sets of data (data reduction). 
•	 Evaluates significance of data. 
•	 Generates sets of decision rules from data. 
•	 It is easy to understand. 
•	 Offers straightforward interpretation of obtained 

results. 

Most algorithms based on the rough set theory are 
particularly suited for parallel processing, but in order 
to exploit this feature fully, a new computer organization 
based on rough set theory is necessary. 

The Genetic Algorithms (GA) are efficient methods 
for function minimization. A genetic algorithm mimics 
the natural evolution by modeling a dynamic population 
of solutions. The members of the population, referred to 
as chromosomes, encode the selected features. By using 
the training data, the error of the model is quantified and 
serves as a fitness function. Genetic algorithm based on 
the Darwinian survival of the fittest theory, is an efficient 
and broadly applicable global optimization algorithm. 
In contrast to conventional search techniques, genetic 
algorithm starts from a group of points coded as finite 
length alphabet strings instead of one real parameter set. 
Furthermore, genetic algorithm is not a hill-climbing 
algorithm hence the derivative information and step size 
calculations are not required. The three basic operators 
of genetic algorithms are: selection, crossover and muta-
tion. It selects some individuals with stronger adaptability 
from population according to the fitness, and then decides 
the copy number of individual according to the selection 
methods such as Backer stochastic universal sampling. It 
exchanges and recombines a pair of chromosome through 
crossover. Mutation is done to change certain point state 
via probability. In general, one needs to choose suitable 
crossover and mutation probability time and again via 
real problems.

Authors1 focus on the extraction of minimal if-then 
rules from the tables of empirical data which either fully 
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or approximately describe the given example classifi-
cations. Author2 describes the extension of Rough Set 
under Incomplete Information Systems. Author4 discusses 
approaches to missing attribute values, based on “do not 
care” conditions and lost values using rough set method-
ology, including attribute-value pair blocks, characteristic 
sets, and characteristic relations. A rough set knowledge 
discovery framework7 is formulated for the analysis of 
interval-valued information systems converted from real-
valued raw decision tables. Authors8 focus on the evaluation 
of a medical database, which shows that induced rules 
correctly represent experts’ decision processes. Author9 
compares standard methods for extracting laws from 
decision tables based on rough set and boolean reasoning 
with the method based on dynamic reducts and dynamic 
rules. Authors10 introduce a new probabilistic approach 
for reducing dimensions and extracting rules of informa-
tion systems using expert systems. Author11 explores how 
a patient group in need of a scintigraphic scan can be iden-
tified for subsequent modelling. Author12 applies rough set 
theory to breast cancer data analysis. Some recent works 
in this direction13–15. Authors13 discuss the reducts and 
rules generation by the rough set approach, rules genera-
tion by direct and indirect methods, and the generation of 
optimal rules for cost effectiveness (whether the classifier 
utility can be improved by altering the misclassification 
cost ratio which is the ratio of the false positive misclassifi-
cation costs and the false negative misclassification costs) 
associated with the dermatology data set. Authors14 aims 
at investigating the different Data mining learning models 
for different medical data sets and to give practical guide-
lines to select the most appropriate algorithm for a specific 
medical data set. Authors15 focus on the theory of Rough 
set to find dependence relationship among data, evaluate 
the importance of attributes, discover the patterns of data, 
learn common decision-making rules, reduce the redun-
dancies and seek the minimum subset of attributes so as to 
attain satisfactory classification. Authors16 have presented 
a new application of rough sets to ECG recognition. 
Authors17 have presented a knowledge discovery system 
based on rough sets and feature-oriented generalization 
and its application to medicine. Authors18 have proposed a 
rough set algorithm to generate diagnostic rules based on 
the hierarchical structure of differential medical diagno-
sis. A rough set classification algorithm19–20 exhibits higher 
classification accuracy than decision tree algorithms. The 
generated rules are more understandable than those pro-
duced by decision tree methods. 

This paper is organized as follows: Section 1 deals with 
an introduction to the work together with an overview 
of the Rough Set theory and literature survey. Section 2 
discusses the Materials and Methods. Section 4 discusses 
Experiments and Results and finally the Conclusion is 
presented in section 5. 

2.  Materials and Methods
We have used Pima data set for our study, which has been 
widely used in machine learning experiments and is cur-
rently available through the UCI repository of standard 
data sets. To study the positive as well as the negative 
aspects of the diabetes disease, Pima data set can be 
utilized, which contains 768 data samples. Each sample 
contains 8 attributes which are considered as high risk 
factors for the occurrence of diabetes, like Plasma glu-
cose concentration, Diastolic blood pressure (mm Hg), 
Triceps skin fold thickness (mm), 2-hour serum insulin 
(mu U/ms), Body mass index (weight in kg/(height in m)) 
Diabetes pedigrees function and Age (years). All the 768 
examples were randomly separated into a training set of 
576 cases (378, non-diabetic and 198, diabetic) and a test 
set of 192 cases (122 non-diabetic and 70 diabetic cases)14. 

In this context, some important definitions may be 
recalled to start with: A data set is represented as a table, 
where each row represents a case, an event, a patient, or 
simply an object. Every column represents an attribute (a 
variable, an observation, a property, etc.) that can be mea-
sured for each object; the attribute may be also supplied 
by a human expert or the user. Such a table is called an 
information system. Formally, an information system21,17 
is a pair S = (U, A) where U is a non-empty finite set of 
objects called the universe and A is a non-empty finite set 
of attributes such that a: U → Va called evaluation func-
tion, where Va is called the value set of a. Elements of U 
could be interpreted as cases, states, patients, observations 
etc., for every a ∈ Α. The set Va is called the value set of 
a. In many applications there is an outcome of classifica-
tion that is known. This posteriori knowledge is expressed 
by a distinguished attribute called decision attribute; the 
process is known as supervised learning. Information sys-
tems of this kind are called decision systems. 

Indiscernibility Relation is a central concept in Rough 
Set Theory, and is considered as a relation between two 
objects or more, where all the values are identical in rela-
tion to a subset of considered attributes. Indiscernibility 
relation is an equivalence relation, where all identical 
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Upper approximation of X as: 

Boundary region of X as:

Rough sets can be also defined by membership  
function

where

2.1  Importance of Attributes
Suppose, sets C and D and attribute a ⊆ C, then we can 
set up an importance metric of attribute a, expressed as a 
modification of the degree of dependency.

σ(C,D)(Reduct C) = 1 applies for reduct C and that 
means, that if we remove these attributes, we cannot make 
the decision certainly.

2.2  Rule Induction
It is emphasized that the number of all minimal con-
sistent decision rules for a given decision table can be 
exponential with respect to the size of decision table. Four 
heuristics have been implemented in RSES:

objects of set are considered as elementary. The starting 
point of rough set theory is the indiscernibility relation, 
generated by information concerning objects of inter-
est. The indiscernibility relation is intended to express 
the fact that due to the lack of knowledge it is unable to 
discern some objects employing the available informa-
tion. Approximation is also another important concept 
in Rough Set Theory, which is being associated with the 
meaning of the approximations in topological opera-
tions22–23. The lower and the upper approximations of a 
set are the interior and closure operations in a topology 
generated by the indiscernibility relation.

The process of reducing an information system such 
that the set of attributes of the reduced information system 
is independent and no attribute can be eliminated further 
without losing some information from the system yields 
the result known as reduct. A reduct is a set of attributes 
that preserves the basic characteristics of the original data 
set; therefore, the attributes that do not belong to a reduct 
are superfluous with regard to classification of elements of 
the Universe. If an attribute from the subset B∈A preserves 
the indiscernibility relation RA, then the attributes A-B 
are dispensable. Reducts are such minimal subsets that 
they do not contain any dispensable attributes. Therefore, 
the reduction should have the capacity to classify objects, 
without altering the form of representing the knowledge8. 
Information tables have two kinds of attributes, called 
condition and decision attributes. Such tables are known 
as decision tables. Rows of a decision table are referred to 
as “if...then...” decision rules, which give conditions neces-
sary to make decisions specified by the decision attributes.
The general form of a rule can be expressed as : if X then 
Y, where X is a conditional part made up of conditional 
attributes and Y is a part made up of decision attributes.

Let us have equivalence relation R ⊆ U × U. The parti-
tion of set U is a set of nonempty subsets {X1,X2,…,Xk}, 
where X1 ∪ X2 ∪ ... ∪ Xk = U and Xi ∩ Xj for i ≠ j, other-
wise the partition of set in reciprocally disjunctive subsets. 
These subsets are called classes. If we have an equivalence 
relation, we can say, that items in one class are recipro-
cally in relation and there are no relations with items in 
different classes. Let us identify the partition induct by 
relation R and items as R(x). Let’s call these subsets equiv-
alence classes. Then, the lower approximation of X can be 
defined as (Figure 1):

Figure 1.  Illustration of the boundary region of rough set.
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2.2.1  Genetic Algorithm
One can compute a predefined number of minimal 
consistent rules with genetic algorithm that comprises 
permutation encoding and special crossover operator24–25. 
Genetic algorithm is presented in Figure 2.

2.2.2  Exhaustive Algorithm
This algorithm realizes the computation of some mini-
mal consistent decision rules for a given decision table S 
can be obtained from objects by reduction of redundant 
descriptors (Figure 3). The method is based on Boolean 
reasoning approach.

In the RS approach, Exhaustive (Quick) algorithm 
seeks the possibility of all decision rules built-up by con-
ditional attributes C and decision attributes D.

Step 1: Discretization of quantitative attributes.
Step 2: Generating rules by quick algorithm.
Step 3: Distribution of rules among decision classes
Step 4: Calculating quality of rules
Step 5: Shortening rules with parameter 0.8
Step 6: Generation of decision rules

a) We choose the first attribute and calculate approxi-
mations of division according to D for single items.

b) If there is no boundary region for a definite item, 
then the decision rule can be made with 100% possibility.

c) If there are items with a boundary region, other 
attributes from C are added and the process is repeated. 
If the data is inconsistent, then we cannot unambiguously 

define all rules. After using all the attributes, the rules are 
made and they have the possibility calculated as the ratio 
of upper and lower approximation of sets.

The result of an algorithm is a set of decision rules that 
has a 100% support and a set of rules that has a lower sup-
port. For each of these, rules the support means when the 
rule is applicable.

2.2.3  Covering Algorithm
This algorithm searches for minimal (or very close to min-
imal) set of rules which cover the whole set of objects26 

which is presented in Figure 4. 

2.2.4  LEM2 Algorithm
It is to be noted that LEM2 algorithm is another kind of 
covering algorithm which has been used in the present 
study27 and is represented in Figure 5. 

Figure 2.  Genetic Algorithm.

Figure 3.  Exhaustive algorithm.

Figure 4.  Covering algorithm.

Figure 5.  LEM2 algorithm.
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3.  Experiments and Results
The results of the experiments conducted on the PIMA 
data set by using RSES system provides many interest-
ing and valuable information in respective applications. 
The following important observations have been made 
from the present investigation: Rule generation (without 
reducts) (ii) Discretization and (iii) Decomposition tree.

A detailed analysis pertaining to rule generation 
through reducts has been done. In this context, it is 
emphasized that the medical experts should verify the 
decision rules to check whether the extracted rules pro-
vide some new knowledge in making effective decisions. 
Rough set rule induction algorithms generate decision 
rules12–14, which may potentially reveal profound medical 
knowledge and provide new medical insight. These deci-
sion rules are more useful for medical experts to analyze 
and gain understanding into the problem at hand.

We can set several parameters that control discretiza-
tion/grouping procedure:

Discretize/Discretize table refers to the discretiza-
tion (group) of attributes in the data table with use of 
previously calculated cuts. The user sets the number of 
cuts to be used and the names of the objects to be stored, 
resulting in a discretized table. Method of choice includes 
choice of discretization method from either (i) Global 
method or (ii) Local method. The local method is slightly 
faster than the global method and generates much more 
cuts in some cases. Local method include symbolic attri-
butes that causes algorithms to perform grouping for 
nominal (symbolic) attributes in parallel to discretization 
of numerical ones. Cuts are used to determine the names 
of the objects to store cuts.

Table 1 represents rule generation using the entire 
data set where we have applied discretization on all the 
four algorithms. Rule improvement for all the cases is per-
formed by applying the shortening ratio as 0.8. Further, it 
is observed that the maximum coverage happens to be for 
Exhaustive and genetic algorithms.

Tables 2–5 represent the distribution of classes among 
the decision classes for Genetic, LEM2, Exhaustive and 
Covering algorithms using global and local discretization.

In the global method, only a part of the object is con-
sidered at every step. While in the local method, only 
the part of objects that is concerned with the candidate 
cut (i.e., which has the value of the currently considered 
attribute in the same range as the cut candidate) is consid-
ered. The local method produces more cuts and is faster 

as less objects have to be examined at every step. Another 
advantage of local method is that it is capable of dealing 
with nominal (symbolic) attributes. Further, the group-
ing (quantization) of nominal attribute domain with use 
of local method always results in two subsets of attribute 
values.

3.1  Rule Improvement by RSES
After calculation of decision rules, one can select some 
most interesting rules for further usage. Some time we 
cannot do it because of the low support of calculated rules. 
In RSES, the support of decision rules can be increased by 
the following ways: 

Table 1.  Rule generation
Algorithms Coverage 

(%)
Global 
Rules

Local 
Rules

Rule 
Shorten 
(Global)

Rule 
Shorten 
(Local)

Exhaustive 100 3485 9356 1730 6030
Covering 69.9 123 310 75 221
Lem2 90 286 350 159 248
Genetic 100 2772 5203 2307 4638

Table 2.  Genetic: Distribution of rules 
among decision classes
Decision Class Global Count Local Count
Tested_negative 1499 3032
Tested_positive 1273 2171

Table 3.  Lem2: Distribution of rules 
among decision classes
Decision Class Global Count Local Count
Tested_negative 154 197
Tested_positive 132 153

Table 4.  Covering: Distribution of rules 
among decision classes
Decision Class Global Count Local Count
Tested_negative 59 181
Tested_positive 64 129

Table 5.  Exhaustive: Distribution of rules 
among decision classes
Decision Class Global Count Local Count
Tested_negative 1857 5283
Tested_positive 1628 4073
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Rule generation → (Discretization (local or global) + 
Algorithms + Rule shortening). 

1.	 Discretization of real value attributes: two discreti-
zation methods called “local” and “global” methods 
have been implemented in RSES. Both the methods 
are based on Boolean reasoning approach. The local 
method is built on decision tree and it usually prod-
ucts more cuts than global method.

2.	 Rule shortening: Removing some descriptors from 
a given decision rule can increase its support, but it 
decreases its confidence. In RSES, we can determine 
the “shortening ratio”, which is a minimal acceptable 
threshold for confidences of decision rules in shorten-
ing process.

3.	 Generalization of rules: By generalized decision rules 
we denote the implications of the form: r =def(ai1 ∈ S1) 
∧ ... ∧ (aim ∈ Sm) ⇒ (dec = k) where Sj⊂Vaij. RSES can 
construct generalized decision rules by merging those 
rules containing some common descriptors.

Table 6 presents the results pertaining to rule genera-
tion through covering algorithm using global rule criteria 
which generates the strongest decision rules for the class 
tested_positive, i.e., group of patients who will have prob-
lem with diabetic. The last column of the table reveals the 
number of matches associated with that particular rule. 
For example the number of matches for rule 2 happens to 
be 10 and so on.

Table 7 presents the results pertaining to rule genera-
tion through exhaustive method using global rule criteria 
which generates the strongest decision rules for the class 
tested_positive, i.e., group of patients who will have prob-
lem with diabetic. The last column of the above table 
reveals the number of matches associated with that par-
ticular rule. For example the number of matches for rule 
1 happens to be 98 and so on.

Table 8 presents the results pertaining to rule gen-
eration through exhaustive method using global rule 
criteria which generates the strongest decision rules for 
the class tested_negative, i.e., group of patients who do 
not have problem with diabetic. The last column of the 
table reveals the number of matches associated with that 

Table 6.  Covering algorithm-global method 

Table 7.  Exhaustive algorithm-global method
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Table 8.  LEM2 algorithm-global Method

Table 9.  Genetic algorithm- global Method

the class tested_negative, i.e., group of patients who do 
not have problem with diabetic. The last column of the 
table reveals the number of matches associated with that 
particular rule. For example, the number of matches for 
rule 1213 happens to be 69 and so on.

particular rule. For example the number of matches for 
rule 96 happens to be 232 and so on.

Table 9 presents the results pertaining to rule gen-
eration through exhaustive method using global rule 
criteria which generates the strongest decision rules for 
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3.2  Decomposition Tree
This names the object in the application which is used to 
store the resulting decomposition tree. The parameters 
that may be set by the user when starting decomposition 
tree algorithm:

•	 Maximal size of leaf – maximal number of objects 
(rows) in the subtable corresponding to the leaf in 
decomposition tree. If this number is not exceeded in 
any of tree nodes, the algorithm ceases to work.

•	 Discretization in leafs – by activating this option the 
user orders the algorithm to perform on-the-fly dis-
cretization of attributes during decomposition. The 
decision on discretization of particular attribute is 
taken automatically by the algorithm but, the user has 
control over some of discretization parameters.

•	 Shortening ratio – The ratio of shortening applied to 
rules that are calculated by algorithm for subtables 
corresponding to decomposition tree nodes. For the 
value of 1:0, no shortening occurs. The smaller this 
ratio the more “aggressive” is the shortening. 

The process of constructing a decomposition tree 
is fully automated, in the sense that the user has to 
decide only about the maximal size of subtable corre-
sponding to the leaf. In the present study, the maximal 
size considered is 65 for Node 12. At subsequent levels 
of the tree, conditions are generated by the algorithm  

sequentially and these are formulated as constraints for 
the respective attribute values. In this way, each node in 
the tree has an associated template along with it’s subset 
of training sample. Even in the case of data with numeri-
cal attributes, decomposition trees could be generated in 
which case discretization is performed during the selec-
tion of conditions at the tree nodes. This is presented in 
Table 10.

Table 11 presents the information in detail with 
regard to the size and the rules generated at a particular 
leaf node.

It is important to note that for the splitting of data 
set into fragments, decomposition tree is used where the 
split fragments are within the predefined size. After the 
decomposition, the fragments are represented as leaves 
which are supposed to be more uniform and easier to 
handle (Figure 6). 

Table 10.  Node information in Decomposition Tree
Node 
No.

Node Info. Node 
No.

Node Info.

2 (DBP>=72) 9 (DBP>=72)&(PG>=123)
&(TRICEPS<25)

3 (DBP<72) 10 (DBP>=72)&(PG<123) 
&(PG>=103)

4 (DBP>=72)&(PG>=123 11 (DBP>=72)&(PG<123) 
&(PG<103)

5 (DBP>=72)&(PG<123) 12 (DBP<72)&(PG>=112) 
&(BMI>=32)

6 (DBP<72)&(PG>=112) 13 (DBP<72)&(PG>=112) 
&(BMI<32)

7 (DBP<72)&(PG<112) 14 (DBP<72)&(PG<112) 
&(SERUM>=44)

8 (DBP>=72)&(PG>=123)
&(TRICEPS>=25)

15 (DBP<72)&(PG<112) 
&(SERUM<44)

Table 11.  Decomposition tree - 
Node Details 

Node No. Size of leaf No. of rules
8 64 34
9 64 26

10 64 27
11 63 14
12 65 26
13 64 26
14 64 17
15 64 10
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4.  Conclusion
The process of finding useful patterns or meaning in raw 
data has been called knowledge discovery in databases. 
The starting point of rough set theory is the indiscernibil-
ity relation generated by information concerning objects 
of interest. Approximation is also another important 
concept in Rough Set Theory, which is being associated 
with the meaning of the approximations in topological 
operations. The lower and the upper approximations of 
a set are the interior and closure operations in a topol-
ogy generated by the indiscernibility relation. In recent 
years Classical rough set theory has made a great suc-
cess in the field of knowledge acquisition. We have used 
Pima data set for our study, which has been widely used 
in machine learning experiments and is currently avail-
able through the UCI repository of standard data sets.
The success of machine learning associated with medi-
cal data sets is strongly affected by many factors and one 
such factor is the quality of the data which depends on 
irrelevant, redundant and noisy data. Thus, when the data 
quality is not excellent, the prediction of knowledge dis-
covery during the training process becomes an arduous 
task. The existing intelligent techniques of medical data 
analysis are concerned with (i) Treatment of incomplete 
knowledge (ii) Management of inconsistent pieces of 
information and (iii) Manipulation of various levels of 
representation of data. This difficulty is minimized by 
feature selection which identifies and removes the irrel-
evant and redundant features in the data to a great extent. 
Medical data mining has great potential for exploring the 
hidden patterns in the data sets of the medical domain 
and these patterns can be utilized for clinical diagnosis. 
However, the available raw medical data are widely dis-
tributed, heterogeneous in nature and voluminous. These 
data need to be collected in an organized form and made  

available to a Hospital Information System (HIS). Actually, 
medical databases have accumulated large quantities of 
information about patients and their medical conditions. 
Relationships and patterns within this data could provide 
new medical knowledge.

The genetic algorithms offer an attractive approach 
for solving the feature subset selection problem. The 
algorithms used for the present study are: Exhaustive 
search, Covering, LEM2 and Genetic algorithms. Rules 
are generated and improved in the case of the above men-
tioned four algorithms. Further, the generated rules are 
improved by applying the shortening ratio as 0.8. Some 
of the important results of the present investigation are: 
(i) Maximum coverage of 100% is observed in the case of 
exhaustive and genetic algorithms (ii) Table 6 presents the 
results pertaining to rule generation through Covering 
method using global rule criteria which generates the 
strongest decision rules for the class tested_positive, 
i.e., group of patients who will have problem with dia-
betic. The last column of the table reveals the number of 
matches associated with that particular rule. For example 
the number of matches for rule 2 happens to be 10 and 
so on (iii) Table 7 presents the results pertaining to rule 
generation through exhaustive method using global rule 
criteria which generates the strongest decision rules for 
the class tested_negative, i.e., group of patients who will 
have problem with diabetic. The last column of the above 
table reveals the number of matches associated with that 
particular rule. For example the number of matches for 
rule 1 happens to be 98 and so on (iii) Table 8 presents 
the results pertaining to rule generation through exhaus-
tive method using global rule criteria which generates 
the strongest decision rules for the class tested_negative, 
i.e., group of patients who do not have problem with dia-
betic. The last column of the table reveals the number of 
matches associated with that particular rule. For example 
the number of matches for rule 96 happens to be 232 and 
so on (iv) Table 9 presents the results pertaining to rule 
generation through exhaustive method using global rule 
criteria which generates the strongest decision rules for 
the class tested_negative, i.e., group of patients who do 
not have problem with diabetic. The last column of the 
table reveals the number of matches associated with that 
particular rule. For example, the number of matches for 
rule 1213 happens to be 69 and so on.

The work is first of its kind and the results provide 
an excellent platform for efficient medical diagnosis and 
decision.

Figure 6.  Decomposition Tree.
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