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Abstract
Data mining is used extensively and is applied successfully in various fields like market-basket analysis, e-business, 
fraud detection, quality control, cross-selling of products etc. More recently, data mining has been successfully applied 
to healthcare sector and healthcare applications. Objectives: The objective of this research is to study the classification 
based prediction techniques as applied to healthcare. It also aims at finding the different applications and tools used in 
classification based prediction in the healthcare sector. Methods: Prevalently the prediction techniques used are Decision 
Trees, Naive Bayes classifier, Bayesian networks, k-Nearest neighbour and artificial neural networks. A few researchers 
also have used support vector machines, genetic algorithm and decision rules for prediction. Feature selection techniques 
have been applied to extract relevant features required for the purpose of prediction. Findings: It is found that there is 
no single algorithm or technique that is the best of all the other algorithms/technique on any given medical dataset and 
application. Always there is a need to explore the right technique for the given dataset. A detailed review of the research 
on classification based prediction techniques reveal that the algorithms and techniques are applied on different data 
sets, which also has heterogeneous data types. It is observed that work is done on improving the predictive accuracy 
by applying attribute selection measures and feature selection techniques. Techniques have been developed to diagnose 
diseases, predict the occurrence of diseases, assess the gravity of the diseases such as cancer, heart, skin, liver, SARS, 
diabetes to name a few. The various applications explored are SMARTDIAB, H-Cloud, Medical Decision Support System, 
Evidence based medicine, adverse drug events, Passive In-home Health and Wellness monitoring, Healthcare management 
are a few applications developed in support of Medical data mining. Application: SMARTDIAB is an automated system 
for monitoring and management of type 1 Diabetic patients which supports monitoring, management and treatment of 
patients with type 1 diabetes. Passive In-home health and wellness monitoring is an application for monitoring older 
adults passively in their own living settings through placing sensors in their living environment.

1. Introduction
Data is being generated, collected and accumulated at a 
very fast pace across a wide variety of fields. Since the 
data is massive, it is potentially not feasible for humans 
to analyse it manually. Hence there is a need for new 
computational theories and tools to assist humans in 
extracting useful information from large volumes of data. 

KDD-Knowledge Discovery from Data - is the nontriv-
ial process of identifying valid, novel, potentially useful, 
understandable patterns in data. Data mining is a step in 
the KDD process that consists of applying data analysis 
and discovery algorithms over the data1. It is the com-
putational process of discovering interesting patterns 
or extracting useful information from large data sets. 
It is required to mine data because massive amounts of 
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data is being collected and warehoused in the form of 
Web data, e-commerce data, purchases at departmental 
stores, Bank transactions, Hospital data etc. and is avail-
able. At the same time computers are much cheaper and 
more powerful as compared to the scenario a few years 
ago. Many times, information is “hidden” in the data that 
is not readily evident. Human analysts may take several 
weeks to discover useful information. With data min-
ing, massive datasets can be automatically analysed thus 
extracting useful and novel patterns and information. 
The information thus extracted can be further used in 
decision making, predictions etc. In today’s fast world, 
hospitals generate enormous amounts of data which is 
in the form of patient information, electronic patient 
records, hospital resources, disease diagnosis, medicine, 
medical devices, treatment plans etc. This data can be 
processed and analysed, and useful information can thus 
be extracted which can support decision making. These 
hidden patterns provide healthcare professionals an addi-
tional source of knowledge for making decisions.

1.1 KDD Process
The KDD process is shown in Figure 1 and involves the 
following steps1.

Data Selection: The relevant data required for data min-
ing is selected from the database. 

Data Pre-processing: Noise and inconsistency in data is 
removed.

Data Transformation: The selected data is transformed 
into appropriate form required.

Data Mining: The data mining methods are applied and 
patterns are extracted.

Pattern Evaluation: The patterns are evaluated and truly 
representative and interesting patterns are retained. 

Figure 1. An overview of the steps in KDD process.

Knowledge Presentation: The extracted knowledge is 
presented using visualization techniques.

2. Data Mining Tasks
The prevalent data mining tasks are classification, asso-
ciation analysis, clustering andoutlier detection.

2.1 Classification
Classification is a process grouping data objects into one 
of the predefined classes. It is a supervised method. Here 
a classification model is derived for the data objects for 
which the class labels are known. The derived model is 
then used to predict the class label of data objects for 
which the class label is unknown. For example, a patient 
can be classified as “Diabetic” or “Non diabetic” based on 
the disease pattern. This is a typical case of binary clas-
sification where only two possible classes are considered. 
It is also possible to classify based on multiple classes as 
“Established diabetes”, “Marginally diabetic” or “Non dia-
betic”. A classification model for heart disease prediction 
is developed2 to predict the occurrence of heart disease.

2.2 Association Analysis
Association Analysis is one of the vital data mining tasks 
which involve finding interesting patterns and relation-
ships among attributes in a dataset. The importance of 
Association analysis lies in market basket analysis where 
the customer buying habits are analyzed based on the 
items the customers place in their shopping carts. An 
Efficient Incremental associative classification (EIAC) is 
proposed3 which can keep previous mining results and 
learn from new data set to avoid repetitive relearning 
of data3. An ICU clinical decision support system - icu-
ARM - based on Association Rule mining is designed and 
developed to perform real time data mining in ICU set-
ting. The system provides valuable insights for physicians 
to prepare treatment plans based on the patients’ require-
ments4. 

2.3 Clustering
Clustering is an important data mining task which anal-
yses data objects without referring to predefined class 
labels. It is an unsupervised method. Here the data objects 
are grouped into clusters based on some distance mea-
sure. The clusters of data objects are formed in such way 
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that the objects within a cluster have high similarity as 
compared to objects in other clusters. Research work on 
tracing of contacts controlling infectious diseases and 
quarantine management is described in5. It finds clusters 
of cases and transmission routes of infectious diseases 
by applying clustering algorithms to activities of patients 
and their social interaction along with characteristics 
of SARS5. An analysis on impact of fluoride on human 
health is described in6. Here K-Means clustering algo-
rithm is used to analyse the effect of fluoride on people 
who use underground water with high levels of fluoride6.

2.4 Outlier Detection
In a dataset, there may be data that do not comply with 
the general behaviour of the data. Such data objects are 
called outliers. In some applications like fraud detection, 
such rare events are interesting and important. Observing 
the general behaviour of data objects and finding whether 
the object is an outlier is known as outlier detection/
analysis. It has extensive use in a wide variety of applica-
tions such as intrusion detection in cyber security, mili-
tary surveillance for enemy activities, insurance or health 
care, fraud detection for credit cards, and fault detection 
in safety critical systems7. Figure 2 illustrates outliers in 
a 2-dimensional data set. It shows that the data has two 
normal regions, N1 and N2, since most observations lie 
in these two regions. Those points that are far away from 
these regions, e.g., point’s o1 and o2, and points in region 
O3, are outliers.

Figure 2. A simple example of outliers in a 2-dimensional 
data set7.

3. Healthcare Data Mining
Data mining usage has witnessed unprecedented growth 
in the last few years. Recently the usefulness of data min-

ing techniques has been realized in Healthcare domain. 
Healthcare industry today generates huge amounts 
of complex data about patients, hospitals resources, 
disease diagnosis, electronic patient records, medical 
devices etc. This large amount of data can be processed 
and analyzed to extract knowledge that can support 
cost-savings and decision making. In this scenario, data 
mining provides algorithms, tools and techniques that 
can be applied to this data to discover hidden and use-
ful patterns that provide healthcare professionals an 
additional source of knowledge for making decisions. 
Medical data mining can discover the hidden patterns 
present in massive medical data which otherwise would 
be left undiscovered. Data mining techniques which are 
applied to medical data include association rule min-
ing for finding frequent patterns, prediction of diseases, 
classification and clustering. This has led to the devel-
opment of intelligent systems and decision support 
systems in Healthcare domain for accurate diagnosis 
of skin diseases, cancer and predicting the severity of 
respiratory illness, diabetes, heart diseases and remote 
health monitoring.

In traditional data mining patterns and trends in data-
sets are discovered, whereas in medical data mining more 
emphasis is on the minority that do not conform to the 
trends and patterns1. Sequential mining technique can 
be used to equip patients for managing their health for 
specific disease, better care and understanding through 
e-health8. Physicians can plan for differential diagnosis 
and treatment planning based on similar patients’ diag-
nosis, treatments and outcomes9.

A few applications of data mining in healthcare are: 

• Diagnosis and Treatment of diseases
• Prediction of spread of epidemics
• Evidence based medicine
• Decision Support Systems for Physicians
• Detection of Adverse Drug Events
• Fraud and Anomaly Detection in Health 

Insurance Claims

4. Major Challenges of Data 
Mining in Healthcare
Data mining in healthcare has very specific features when 
compared to other fields. The major uniqueness features 
of healthcare data with respect to data mining are:
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• Heterogeneity of Healthcare Data10,11: Healthcare 
data may be collected from electronic medi-
cal records, various images, patient interviews, 
reports, laboratory tests, physician observations 
and interpretations. This requires efficient mining 
in image databases, high capacity storage devices, 
and new tools for analysis of such data and visu-
alization techniques, computer translation for 
processing physician’s interpretation. The data-
thus collected may be structured, unstructured 
or semi-structured. Therefore mining knowledge 
from them adds challenges to data mining. 

• Voluminous Data1: Since healthcare data is 
voluminous it is required to extract samples from 
a database such that the results are representative 
for the entire database. Dimensionality reduc-
tion also needs to be done.

• Change Capture1,10: Healthcare data are con-
stantly updated. This requires methods that are 
able to incrementally update the knowledge 
learnt so far without having to learn from scratch.

• Noisy, Redundant, Inconsistent, Incomplete 
Data11: Healthcare data may contain noisy, 
redundant, incomplete or inconsistent data 
objects and attributes. This requires suitable 
techniques to handle redundant, insignificant or 
inconsistent data objects and attributes. Without 
effective data scrubbing methods, the accuracy 
of the discovered patterns will be poor.

• Incorporation of Constraints, Expert 
Knowledge, and Background Knowledge in 
Data Mining1,11: The patterns discovered may 
not always be interpretable. Hence to guide the 
discovery process and to express the discov-
ered patterns, the background knowledge, con-
straints, expert knowledge can be used. 

• Efficiency and Scalability of Data Mining 
Algorithms11: In order to effectively extract the 
information from huge amount of data in data-
bases, data mining algorithm must be efficient 
and scalable. 

• Parallel, Distributed, and Incremental Mining 
Algorithms1: Since the size of the data is huge 
and the data is widely distributed across many 
computers, it requires parallel and distributed 
data mining algorithms to extract patterns 
quickly. Incremental algorithms are used to mine 
data from data updates.

• Protection of Security, Integrity, and Privacy in 
Healthcare Data11: The data mining techniques 
must incorporate proper security and privacy 
mechanisms to ensure patient confidentiality.

• Imbalanced Data1: A dataset is imbalanced if 
the classification categories are not approxi-
mately equally represented. The data mining 
techniques to learn classifiers for classes with 
very imbalanced distributions are required to 
handle imbalance data.

• Usefulness of Interesting Patterns11: Generally 
data mining techniques generate large number 
of patterns. Hence the major challenge here is to 
extract useful and interesting patterns from this 
large pattern set. 

• Interpretation and Analysis of Patterns1: The 
patterns extracted require right interpretation 
for their proper analysis. Hence there is need for 
a domain expert to interpret and analyze the pat-
terns.

• Privacy and Ethical Use of Patient 
Information10: As medical data is collected on 
humans, there are privacy and legal issues related 
to misuse of data. These issues are regarding data 
ownership, privacy and security of human data.

5. Prediction
Prediction is a data mining task which tends to pre-
dict an outcome of interest. Statistical techniques are 
used in predictive modelling predict future behaviour. 
Predictive modelling involves the following steps:

• Data collection
• Data analysis
• Formulation of a statistical model
• Prediction
• Model validation

With respect to predictive data mining in clinical medi-
cine, the objective is to derive models using patient spe-
cific information to predict the outcome of interest and 
to thus support clinical decision-making. Predictive data 
mining techniques may be applied to construct decision 
models for prognosis, diagnosis and treatment planning 
for patients. These models can be incorporated within 
clinical information systems after evaluation and verifica-
tion12. Prediction may be done using classification as well 
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as clustering data mining techniques. In classification 
based prediction, a model is learnt with the training data 
using one of the many algorithms. The model is and then 
evaluated for its usefulness for test data based on its clas-
sification accuracy and other measures. Once evaluated, 
the model is ready for usage and can perform predictions 
for unknown data. In clustering based prediction, the data 
objects are grouped based on some distance measure, 
which form clusters of objects. A data object belongs to a 
particular cluster if it is in close proximity with that clus-
ter as compared to other clusters. Following is the review 
of different classification based prediction techniques 
particularly in the healthcare domain and medical fields.

6. Classification based 
Prediction Techniques

6.1 Decision Tree
Decision Trees are powerful classification algorithms that 
are predominantly used in data mining. A Decision tree 
is a tree structure which comprises of the root, non-leaf 
nodes and leaf nodes. Each non leaf node denotes a test 
on an attribute, each branch represents an outcome of 
the test and each leaf node holds a class label13. The basic 
idea of decision tree is to split data recursively into sub-
sets such that each subset contains almost homogenous 
states of target variable14. To select the splitting criterion, 
an attribute selection measure is chosen such that it “best” 
separates a given dataset. Some of the popular decision 
tree algorithms include ID3, C4.5 and CART which use 
Information gain, Gain Ratio, and Gini Index as their 
attribute selection measure respectively. C5 is also a deci-
sion tree based algorithm which is an improved version 
of C4.515. Once the decision tree is built; it can be used 
to classify a new instance by traversing from root to the 
leaf, applying the test criterion at every non leaf node. The 
class for the instance is the class of the leaf node. Figure 3 
shows decision tree that can be used to classify a patient 
into high risk and low risk class.

6.2 Rule based Classification
In rule based classification, the learned model is repre-
sented as a set of IF-THEN rules. The rules are composed 
of two parts namely rule antecedent - which is the If part, 
and rule consequent - which is the else part. An IF-THEN 
rule is of the form 

IF condition THEN conclusion

The condition in the rule antecedent has attribute tests 
and the consequent contains class prediction. As an 
example consider the rule R1 

R1: High CHD Risk ← gender = female ^ 
age > 63 ^ body mass index >25 kg/m2

This rule describes a group of patients who are female, 
overweight, and older than 63 years as having high risk 
of Coronary Heart Disease (CHD)16. The rules can be 
derived from induced decision trees or they can be derived 
from the data using sequential covering algorithm as in 
AQ, CN2 and RIPPER. To extract rules from a decision 
tree, one rule is created for each path from the root to 
a leaf node. Each splitting criterion is logically ANDed 
to form the rule antecedent and the leaf node has class 
prediction which is the rule consequent13. Rules can also 
be extracted directly from data. Here one rule is learned 
at a time. When a rule is learned, the data tuples covered 
by the rule are removed and the process repeats on the 
remaining data tuples. The rules thus generated can then 
be used to classify a new data tuple based on the rule trig-
gered by the data tuple. 

6.3 Logistic Regression
Logistic regression is a powerful statistical method for 
analysing a dataset which has one or more independent 
variables determining an outcome. It measures the rela-
tionship between the categorical dependent variable 
and one or more independent variables by estimating 
probabilities using a logistic function. The outcome is 

Figure 3. Decision tree for classification of high risk and 
low risk heart patients.
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two-valued which is categorical in nature. It can be used 
for predicting the probability of occurrence or non-
occurrence of an event. Logistic Regression and Naive 
Bayes is used to identify risk factors associated with 
Type 2 Diabetes Risk Factors. This research work used 
Anthropometry and Triglycerides to assess the asso-
ciation between the HW(Hypertriglyceridemic waist) 
phenotype and type 2 diabetes17. Logistic Regression 
and Naive Bayes to predict fasting plasma glucose using 
anthropometric measures for type 2 diabetic patients18 

this research work used 37 anthropometric measures 
like weight, BMI, NeckC, ChestC, waist to name a few. 
The results obtained for type 2 diabetes in Men is shown 
in Table 118.

6.4 k-Nearest Neighbor (k-NN)
k-Nearest Neighbour classifier represents each tuple as a 
data point in a d-dimensional space where d is the num-
ber of attributes. In this way all tuples are stored and thus 
remembered during learning stage. When a new tuple 
whose class is unknown is given, the k-NN classifier 
compares its proximity with the k-nearest training tuples 
and assigns the class of k-nearest neighbours with major-
ity vote or distance weighted vote to the new tuple. Some 
of the widely used proximity measures for finding  nearest 

neighbours include Euclidean distance, Manhattan dis-
tance, Simple Matching coefficient, Jaccard similarity 
coefficient, Cosine similarity, and correlation coefficient. 
K-NN has a wide number of applications which include 
cluster analysis, image analysis, pattern recognition, pre-
diction and economic forecasting. A diagnostic software 
tool to obtain correct diagnosis of Skin diseases is devel-
oped19. A prediction model for inference of missing ICD 
9 (International Classification of Diseases) coded based 
on attributes like medical diagnosis, medical remarks, 
and patient statements aredeveloped by20. An early warn-
ing system for chronic illnesses is developed using K-NN. 
It determines the critical value of the important risk fac-
tors of each chronic illness21. Figure 4 shows the classifi-
cation result for hypertension and diabetes mellitus using 
k-NN.

6.5 Bayesian Classifiers 
Bayesian classifiers are statistical classifiers and are based 
on Bayes theorem. These classifiers can predict class 
membership probabilities. The probability that the data 
tuple X belongs to class C2,13.

Let X be a data tuple which is called evidence, H is some 
hypothesis

According to Bayes theorem

Table 1. Results showing association between type 2 diabetes and anthropometric measures
Index Unadjusted Adjusted

p OR p* OR*
HW phenotype <0.001 2.01(1.68-2.41) <0.0001 2.07(1.72-2.49)
Weight <0.001 1.31(1.22-1.40) <0.0001 1.56(1.45-1.68)
BMI <0.001 1.39(1.29-1.49) <0.0001 1.53(1.42-1.65)
NeckC <0.001 1.49(1.39-1.60) <0.0001 1.61(1.49-1.73)
ChestC <0.001 1.51(1.41-1.62) <0.0001 1.60(1.49-1.73)
RibC <0.001 1.61(1.50-1.73) <0.0001 1.64(1.52-1.77)
WaistC <0.001 1.59(1.48-1.71) <0.0001 1.60(1.48-1.72)
HipC <0.001 1.19(1.11-1.28) <0.0001 1.30(1.21-1.40)
Neck_Hip <0.001 1.35(1.26-1.44) <0.0001 1.33(1.24-1.43)
Rib_Hip <0.001 1.63(1.52-1.76) <0.0001 1.60(1.48-1.73)
Waist_Hip <0.001 1.73(1.60-1.86) <0.0001 1.66(1.54-1.80)
Forehead_Waist <0.001 0.60(0.56-0.65) <0.0001 0.62(0.58-0.68)
Forehead_Rib <0.001 0.59(0.55-0.64) <0.0001 0.61(0.56-0.66)
Forehead_Neck <0.001 0.65(0.60-0.69) <0.0001 0.64(0.59-0.69)
WHtR <0.001 1.36(1.27-1.46) <0.0001 1.57(1.46-1.69)
TG <0.001 1.34(1.26-1.44) <0.0001 1.38(1.28-1.47)
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( | ) ( )( | )
( )

P X H P HP H X
P X

=

Where P(H | X) - is the probability that the hypothesis H 
holds for the given evidence X, and is called Posterior prob-
ability of H conditioned on X, 

P(H) - is the Prior probability of H,
P(H | H) - is the posterior probability of X conditioned 

on H, 
P(X) is the prior probability of X

Bayes theorem provides basis for two classifiers viz. 
Naive Bayes classifier and Bayesian Networks.

6.5.1 Naive Bayesian Classifier
Naive Bayesian Classifier presumes that the attributes 
values are conditionally independent of one another 
and there exists no dependence relationships among the 
attributes. This is the most accurate classifier when the 
assumption holds true13,22.

Suppose there are m classes C1, C2, … Cm and X is data 
tuple to be classified, X = (x1, x2, …xn) where xi are attri-
bute values then by Bayes theorem,

( | ) ( )
( | )

( )
i i

i

P X C P C
P C X

P X
=

1Where ( | ) ( | )n
i k k iP X C P x C==∏  

=P(x1 | Ci) xP(x2 | Ci) x…x P(xn | Ci)

The Naive Bayesian classifier predicts tuple X belongs to 
class Ciiff

P(Ci | X) > P(Ci | X) for1 ≤ j ≤ m, j ≠ i

Naive Bayes classifier and logistic regression is used to 
evaluate prediction power of anthropometric measures 
from body to diagnose Fasting Plasma Glucose status 
in Korean adults. Results indicate that combination of 
anthropometric measures was superior to individual 
measures18. ODAB (One Dependency Augmented Naïve 
Bayes classifier) and NCC2 (Naive Creedel Classifier) is 
applied to diagnose lung cancer disease by23. A new algo-
rithm cNk is proposed which is a combination of Naive 
Bayes and k-NN and is applied to different datasets from 
UCI learning repository24,25. Table 2 shows the results 
of computation of probabilities for the attributes chills, 
runny nose, and swine flu using Naive Bayes classifier39.

6.5.2 Bayesian Belief Networks (BBN)
Naive Bayes classifier assumes that the attributes are inde-
pendent of each other but in real world scenario, the attri-
butes may be correlated as in the medical domain where 
a patient’s symptoms and health state are correlated26. In 
practice dependencies can exist and hence Bayesian belief 
networks are used to model the dependencies between 
attributes using joint conditional probability distribu-
tions. A Bayesian Belief network consists of a) directed 
acyclic graph which shows dependencies among attri-
butes and b) Conditional Probability Table (CPT) asso-
ciated with each attribute. Here the nodes represent 
attributes and arcs represent dependencies.

Figure 4. The classification result for hypertension and 
diabetes mellitus using k-NN21.

Table 2. Computed results in the prediction of swine flu using Naive Bayes classifier39

P(swine flu)=Y 0.625 P(swine flu)=N 0.375
P(chills=Y | swine flu=Y) 0.6 P(chills=Y | swine flu=N) 0.333
P(chills=N | swine flu=Y) 0.4 P(chills=N| swine flu=N) 0.666
P(runny nose=Y | swine flu=Y) 0.8 P(runny nose=Y | swine flu=N) 0.333
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Suppose X=(x1,…xn) be a data tuple with attributes 
Y1… Yn.

A node in a Bayesian network is conditionally inde-
pendent of its non-descendants if its parents are known. 
The following equation represents existing joint probabil-
ity distribution. 

1 1n( , X ) ( | ( ))n
k i iP x P x Parens Y==∏…

Where P(x1,…. Xn) is the probability of a particular combi-
nation of values of X and 

P(xi | Parents(Yi)) are the entries in conditional prob-
ability table for Yi.

Figure 5 shows the Bayesian Belief Network and the 
associated CPT for all the attributes for lung cancer prob-
lem27. From the CPT for cancer attribute, we see that

P(cancer = T | Pollution = H, Smoker = T) = 0.05 

Bayesian belief networks are now increasingly used in 
prediction data mining by researchers in the healthcare 
sector. They are widely applied to classification problems, 
decision support systems, genetic linkage analysis and 
text analysis.

Figure 5. Bayesian belief network and CPT for lung 
cancer problem27.

6.6 Artificial Neural Network (ANN)
An artificial neural network is a computational model 
based on biological neural systems. It consists of inter-
connected processing elements called nodes or neurons 
that work together to produce an output function. It is 
an adaptive system that changes its structure based on 
external or internal information that flows through the 
network during the learning phase26.

An ANN can be a simple perceptron model or a more 
complex multilayer perceptron model. The perceptron 

model consists of input nodes and output nodes where 
each input node is connected to output node through 
weights. The model is trained by adjusting the weights 
until they fit the input output relationship of the data22. 
The multilayer ANN consists of several intermediate hid-
den layers between input and output layers and can be 
used to model complex relationships between input and 
output variables. ANN has been successfully applied in 
clinical medicine in classification and pattern recognition. 
Neural Networks with Back propogation and association 
rule mining is used for tumor classification in mammo-
grams28. ANN is used in lung abnormality diagnosis to 
find whether it is cancerous or benign. An ANN model 
is developed which represents 1-year mortality in elderly 
patients with intertrochanteric fracture. The model has 8 
input nodes, 6 nodes in hidden layer, and 1 output node, 
which represents 1-year mortality in elderly patients with 
intertrochanteric fracture21 as shown in Figure 6.

Figure 6. A multilayer ANN representing 1-year 
mortality in elderly patients with intertrochanteric 
fracture21.

6.7 Support Vector Machine
Support Vector Machines (SVM) is most powerful clas-
sification algorithms in terms of predictive accuracy. 
They are based on strong mathematical foundations and 
statistical learning theory29. They can classify both lin-
ear and nonlinear data. SVMs were initially designed for 
two-class problems but later used for multi-class prob-
lem also. The basic principle of SVM is to find an opti-
mal hyper plane with a maximum distance to the closest 
point of the two classes. A set of tuples that is closest to 
the optimal hyperplane is called a support vector. SVM 
uses these support vectors to find the optimal hyper-
plane. Finding the optimal hyperplane provides a linear 
classifier, whereas to classify nonlinear data, the original 
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training data is transformed into higher dimension using 
nonlinear kernel functions such as polynomial, radial, 
Gaussian, sigmoid etc. SVM works on the principal that 
data points are classified using a hyper plane which maxi-
mizes the separation between data points and the hyper 
plane is constructed with the help of support vectors12,29. 
Figure 7 shows the working of SVM classification algo-
rithm. SVMs can be applied for numeric prediction as 
well as classification. They have a wide area of application 
which includes pattern recognition, medicine, bioinfor-
matics, object recognition and prediction. SVM is used 
to cluster microarray data and extract associated genes 
for classifying cancer related documents30. A combina-
tion of Kernelized fuzzy rough set and SVM is proposed 
to identify cancer biomarkers from microarray data31. 
Biomarkers are discovered from one miRNA and three 
gene expression data sets.

Figure 7. Optimal hyperplane with maximum margin 
between support vectors in SVM.

6.8 Genetic Algorithm
Genetic Algorithms (GA) are search algorithms based 
on natural selection and natural genetics. They provide 
robust search capabilities in complex spaces. GA is an 
iterativeprocess that operates on a population. An ini-
tial population consisting of randomly generated rules is 
created, where each rule is represented as string of bits. 
Every individual in the population is assigned a fitness 
value by means of a fitness function. Based on the theory 
of survival of the fittest, a new population (offsprings) 
is formed consisting of the fittest rules in the current 
population. To create the offsprings, the genetic opera-
tors - crossover and mutation are used. In cross over, 
the substrings from pairs of rules from the parent are 

swapped to form new rules. Cross over can be done in 
many ways which include single point crossover, two 
point cross over, uniform cross over and arithmetic cross 
over. In mutation, one or more randomly selected bits 
are altered13,32,33 thus giving rise to a new rule. Genetic 
algorithms have been used for classification and optimi-
zation problems. GA is used for Cancer Detection using 
serum proteomic profiling. In this research work GA is 
used for feature selection from 3 serum datasets in the 
detection of cancer12.

6.9 Fuzzy Logic
Fuzzy logic is a multivalued logic and is an effective tool 
to handle problems of uncertainty. In crisp logic, the truth 
values of the predicates take only to 2 values, either a 1 or 
a 0, whereas in fuzzy logic, the truth values are multival-
ued and hence take values in the range 0 - 1. Fuzzy logic 
is being used to handle the concept of partial truth, where 
the truth value may range between completely true and 
completely false. The fuzzy logic employs membership 
function to represent the degree of truth. The member-
ship function defines how each point in the input space 
is mapped to a membership value (or degree of member-
ship) between 0 and 1. Initially all input values are fuzzi-
fied into fuzzy membership functions. Then fuzzy output 
functions are computed with all the applicable rules in the 
rule base. Finally the fuzzy output functions are de-fuzzi-
fied to get “crisp” output values34. A heart disease predic-
tion system is developed using fuzzy c means clustering35. 
The system uses data from Cleveland Clinic Foundation 
to predict heart disease symptoms.

6.10 Rough Sets
Rough set theory is a mathematical approach to imperfect 
knowledge or vagueness. Rough sets are imprecise sets as 
opposed to crisp sets which are precise. Each rough set 
has boundary line cases where objects cannot be classi-
fied with certainty. Here the vagueness or imprecision 
is expressed by a boundary region of a set. To establish 
the boundary region of the set, lower approximation and 
upper approximation are defined. The lower approxi-
mation consists of all objects which certainly belong to 
the set and the upper approximation contains all objects 
which possibly belong to the set. The difference between 
the upper and the lower approximation constitutes the 
boundary region of the rough set. It finds its applications 
in artificial intelligence, machine learning, knowledge 
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Table 3. Advantages and disadvantages of classification techniques
Method Advantages Disadvantages

Decision Trees

Easy to understand.
Fast learning and prediction
Lower memory requirements
Does not need domain knowledge in the 
construction of a decision tree
Can handle data with high dimension.
Easy to interpret.
Can handle both numerical and categorical 
data

Parts of the trees are replicated.
Limited rule representation
Numeric attributes can lead to large branching factors
Restricted to one output attribute
Unstable classifier
For numeric dataset, it generates complex decision tree.

Decision Rules

Highly expressive
Can produce descriptive models that are easy 
to interpret
Easy to generate
Can classify new instances very fast
Performance is comparable to decision trees
Can handle large data sets with imbalanced 
class distributions

May produce rules with very small coverage
Rules may not be exhaustive

Logistic Regression

Can avoid overfitting
Feature selection can be done
The output can be interpreted as a probability
Robust to noise

It requires more data to achieve stable, meaningful results
Identifying right independent variables
Overfitting

Nearest Neighbour

Fast training
Complex target functions
No loss of information
Easy to implement

Slow at query time (have to evaluate all instances)
Sensitive to correct choice of similarity metric
Easily fooled by irrelevant attributes
Needs large storage space to remember all instances
Noise sensitive
Slow testing

Bayesian Classifier

Yields optimal prediction given the 
assumptions
Has high speed
Can handle discrete or numeric attribute 
values
Naive Bayes classifier easy to compute

Optimal Bayes classifier computationally intractable
Naive Bayes assumption usually violated
Does not give accurate results in some cases where 
dependency exists among variables

ANN

Adaptive learning
Self organization
Fast prediction
Easily identify complex relationships
Can handle noisy data

All inputs have to be translated into numeric inputs
Training is slow
Learning might result in a local optimum
Overfitting
Difficult to interpret
Processing time for large neural networks is high
Cannot be initialized with prior knowledge

acquisition, expert reasoning, and knowledge discovery 
from databases and pattern recognition36. A rough set 
based classification model to identify hospice candidates 
within a group of terminally ill patients is presented in37. 
Here subgroups of patients possessing common charac-
teristics are identified and a collection of decision rules 
is derived for classifying new patients based on the sub-
group. Among many feature selection techniques, a group 
incremental approach of feature selection using rough sets 

is presented in38. This method uses rough set technique to 
find new subset of features when a group of objects are 
added to a decision table.

7. Advantages and Disadvantages 
of Classification Techniques
The advantages and disadvantages of different classifica-
tion techniques are listed in Table 3.
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8. Developments and Work Done
The research work and developments in data mining, 
particularly in the healthcare sector are summarized in  
Table 4.

9. Research Applications in 
Healthcare
Some of the research applications developed in healthcare 
are listed in Table 5.

SVM

Deterministic algorithm
Uses maximum marginal hyperplane for 
classifying linearly separable data
Hard to train
Can learn very complex functions using 
kernels

Computationally expensive
Training process takes more time
Can solve binary class problem

GA
Concepts are easy to understand
Easily parallelizable
They find the best solution

They are very slow
Fitness function must be accurate
Crossover rate must be high
Mutation rate must be low

Fuzzy Logic
Intelligent approach and simple
Easy to understand and implement
Provides user friendly approach of presentation

To develop a model for a fuzzy system is hard
Requires fine tuning and simulation before its operational 
use

Rough sets

Programs implementing methods of RST may 
easily run on parallel computers
Useful rule induction from incomplete datasets
Can identify partial or total dependencies in 
data
Does not need any prior information about 
data
Identifies such relationships that would not be 
found using statistical methods
Permits both quantitative and qualitative data
Easy to understand and good interpretation

Cannot handle noisy data
Inefficient computation & time consuming
Not suitable for large datasets in real world applications

Table 4. Research work in healthcare domain

Objective Methods Dataset Health 
Issue Results

Evaluate factors for preterm birth40 Exploratory factor 
analysis

TMR-
Duke University 
Medical Centre – 
20000 records

Pregnancy
3 Factors responsible 
for preterm birth were 
identified

Develop predictive models for breast 
cancer survivability15

Artificial Neural 
networks,
Decision Tree,
Logistic Regression

SEER – Surveillance, 
Epidemiology and 
End Results- National 
Cancer Institute

Breast 
Cancer

C5 – 93.6% accuracy
ANN- 91.2 %
Logistic Regression – 
89.2%

i) Review of data mining technique in 
cancer detection /diagnosis
ii) Explore new analytic method
iii) Compare results on different datasets41

SVM
Genetic Algorithm
Used for feature 
selection

3 serum SELDI MS 
datasets Cancer GA performed better

To cluster microarray data and extract 
associated genes for classify cancer related 
documents30

SVM Gene Microarray Cancer Can extract potential 
patterns for cancer

Predict medical costs based on previous 
years’ data42

Clustering,
Classification 800,000 Claims data Clustering has better 

predictions
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Find clusters of cases and transmission 
routes.
Tracing of contact by applying algorithms 
to model patients activities, their social 
interaction and characteristics of 
infectious disease5

Clustering Hong Kong SARS 
outbreak

SARS – 
Severe 
Acute 
Respiratory 
Syndrome

Contact tracing done 
successfully

i) Evaluate Decision tree and Association 
Rule mining
ii) Predict occurrence of route of 
transmission14

Microsoft Decision 
Tree, Microsoft 
Association Rules

HIV Database - 
AIIMS Size - 672 HIV DT,AR effectively used

Develop a system to assess heart related 
risk factors with the aim to reduce 
Chronic heart diseases43

C4,5 –Decision tree Paphos in Cyprus, 
528

Heart 
Disease

MI- 66%
PCI-75%
CABG-75%

To predict whether the patient is diabetic44 Apriori UCI
Pima 
Indian 
Diabetes

Association rules 
generated

An Active learning model to discover new 
classes
A classifier to switch between generative 
and discriminative classifiers during 
learning45

New algorithm for 
active learning UCI

9 data sets

Model superior over 
other methods

To obtain correct diagnosis of skin 
diseases19

Basic KNN,
Weighted KNN UCI Skin 

diseases

Weighted KNN with 
Manhattan distance 
gives better accuracy

Develop predictive model for ICD 9 
codes20 Nearest Neighbour Occupational injury 

data All 70% accuracy

Evaluate the increased tendency of ectopic 
pregnancy and liver disease46 Regression Analysis WEKA

162

Pregnancy 
&Liver 
Disease

Modern adaptive 
lifestyle& Cultural 
changes

Determine fitness of a person based on 
historical and real time data47

K Means,
D Stream

Switzerland Dataset, 
107 records General K-Means – 83%

D-Stream – 87%
To predict and detect early onset of 
diabetes and cardiac diseases48 C4.5, WEKA

UCI
Heart 
&Diabetes

Prediction accuracy 
93%

Discover interesting rules and relations 
among attributes in a database49

Association Rule 
Mining 2102 records

Malaysian 
Ministry of 
Health

90% accuracy

Presents a wireless sensor network 
based Mobile Real time Health Care 
Monitoring(WMRHM) framework which 
can give predictions based on real time 
vital body signals50

K Means MIMIC II
64 records ICU Proposed framework is 

validated

Predict the diagnosis of heart disease with 
reduced number of attributes51

Decision Tree, Naïve 
Bayes, Clustering

WEKA
UCI Heart

DT-99.2%
NB-96.5%
C-88.3%

Demonstrate the accuracy level of 
different classifiers52

Decision Tree, Naïve 
Bayes,
Multilayer 
Perceptron(MLP)

WEKA
UCI Heart MLP is better than 

CDP
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To develop predictive models for heart 
disease survivability53

CART,
ID3,
Decision Tree

Cleveland Clinic 
Foundation,
303 records

Heart
CART – 83%
ID3 -72%
DT- 82.5

Build a new classifier that combines 
statistical based and distance based 
classifier25

K-NN, Naïve Bayes UCI Hepatitis
Heart

86%,
85%

Identify frequency of diseases in particular 
geographical areas54

Association rule 
based Apriori 
Algorithm
WEKA tool used

1246 records All Frequent
Diseases identified

Automatically label groups of 
segmentations of different structures from 
a radiation therapy plan55

Conditional Random 
forests

Princess Margaret 
Hospital Toronta, 
6844 records

Lung 
Cancer

Accuracy of 
classification – 91.58%

A model for early detection and correct 
diagnosis of lung cancer is proposed23

One Dependency 
Augmented Naïve 
Bayes Classifier 
(ODANB)and 
Naïve Creedal 
Classifier(NCC2)

UCI Lung 
Cancer

ODANB- 80.46%
NB – 84.14%

Discover Adverse drug effect56
Likelihood ratio 
model, Bayesian 
network model

Simulated Dataset Drug

Usefulness of proposed 
method demonstrated 
Results improved by 
23.83%

Develop heart disease prediction system22
Decision Tree, 
Naive Bayes, Neural 
Networks

Cleveland Clinic 
Foundation Heart Model proposed - 

Study

To find effect of diabetes on Kidney57 Decision Tree C4.5

Jyoti diagnostic & 
Research Centre
148 records
Tanagra Tool

Diabetes

Total Protein is the 
attribute which has 
greatest effect on 
kidney due to diabetes

Design and develop diagnosis and 
prediction system for heart diseases58

Naïve Bayes ,
Decision Tree UCI Heart Naïve Mayes – 85%

DT - 84%
A Predictive adoption model for people 
with dementia
is proposed which is based on video 
streaming using mobile phone59

Compares C4.5, 
CART, KNN, Naïve 
Bayes, NN, SVM

Data collected 
through 
questionnaires

Dementia KNN perform better
84% accuracy

Predict survival of patients undergoing 
bone marrow transplant60

Logistic Regression, 
Random Forest, 
SVM

Sharaiati Hospital Cancer Accuracy 92-97%

Predict biomarkers for cancer disease 
from one miRNA and three gene 
expression datasets31

Kernelized Fuzzy 
Rough Set ,
Semisupervised 
SVM

Gene and miRNA 
cancer datasets Cancer

Effectiveness of 
KFRS and SVM 
demonstrated

Predict the status of fasting plasma 
glucose(FPG) using 37 anthropometric 
measures for diagnosis of Type 2 
Diabetes18

Logistic Regression,
Bayes,

Korean Health 
and Genome 
Epidemiology study 
database (KHGES)
4870
SPSS

General
Bayes – 0.739
Logistic Regression 
0.741
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Predict the occurrence of heart disease 
using relevant attributes61

Decision Trees,
Naïve Bayes,
K-NN

UCI
303 records
WEKA

Heart Decision Tree- 92.2%
Naïve Bayes – 84.2

Predict the occurrence of heart disease62
Decision Table, 
Naïve Bayes,
Hybrid

1080
WEKA Heart

DT-93.5%
NB-95.8%
Hybrid – 97.5%

Implementation of different classification 
methods on diabetes dataset.
Comparative study and analysis of the 
techniques63

CART, Naïve Bayes, 
Bayesian, J48, 
Random Forest, 
Random Tree, K-NN

UCI
768 records
WEKA

Diabetes Comparative analysis 
done.

Assess the association between the 
HW(Hypertriglyceridemic waist) 
phenotype and type 2 diabetes17

Naïve Bayes, Logistic 
Regression

Korean Health 
and Genome 
Epidemiology study 
database (KHGES)
2099
SPSS
WEKA

General
Waist-to hip ratio and 
TG – best predictors

Developed a tool to predict leukaemia.
Most significant genes are identified and a 
classifier is built for prediction64

Decision Tree Golub dataset Cancer Decision Tree – 94.11%

Table 5. Research applications in healthcare
Sl No Area Details

1 Evidence Based Medicine65

It is an approach taken by medical practitioners to diagnose and medicate diseases 
using medical evidence. It involves collection, interpretation, and summarization 
of evidences followed by systematic retrieval of the best evidence available and 
then applying them in practice.

2 Adverse Drug Events65,66

It is a damage incurred by a patient resulting from the use of a drug. It may occur 
due to medication errors like overdose, wrong medication, adverse drug reactions 
or wrong patient. Identification of factors relating to adverse drug events is one of 
the major areas of research in medicine.

3 Healthcare Management67,68,69
It is health management using monitoring equipment and devices whose objective 
is to help patients manage their medical conditions at home. Systems are designed 
which help to identify chronic disease state and keep track of high risk patients, 
and design appropriate interventions and reduce number of hospital admissions.

4 Predictive Data Mining in clinical 
medicine12,70,71,72

Uses patient specific information to derive models that can predict the outcome of 
interest and thus support clinical decision making.

5 Medical Decision Support System73,74
It is a framework which enables Medical decision making in the presence of 
partial information. A medical decision support system is a health information 
technology system designed to provide doctors and health professionals with 
assistance during decision making.

6 Passive In-Home Health and Wellness 
Monitoring75

These systems are used for monitoring older adults passively in their own living 
settings through placing sensors in their living environment. Their routine 
activities are analysed and mined to detect changes in their health conditions or 
indicators of early onset of disease.

7

SMARTDIAB :A Communication and 
Information Technology Approach for the 
Intelligent monitoring, Management and 
Follow-Up of Type -1 Diabetes Patients76,77

An automated system for monitoring and management of type 1 Diabetic patients 
is developed which supports monitoring, management and treatment of patients 
with type 1 diabetes.

8
HCloud : A Novel Application 
Oriented Cloud Platform for Preventive 
Healthcare78,79

HCloud – A healthcare system is developed for preventive healthcare service. It is 
used by many healthcare workers to access and consolidate all patient electronic 
medical records which gives fast access to patient 
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10. Data Mining Tools
Some of the most common Data Mining tools are listed 
in Table 6.

11. Data Repositories
Availability of the right data is a key factor in any data 
mining task. A list of publicly available datasets is pre-
sented in Table 7.

Table 6. Data mining tools
Sl No Data Mining Tool Description

1 SPSS / SPSS Clementine80,81
Statistical Package for the Social Sciences
Now Developed and owned by IBM
Includes Descriptive statistics, Bivariate statistics, Prediction

2
Salford systems82

SPM/CART/MARS/
TreeNet/RF

Data mining and predictive analytics software
Developed by Salford systems
It offers advanced data mining software and consulting services and has powerful new 
automation and modeling capabilities

3 Rapid Miner80,83 Open source predictive analytics platform that provides an integrated environment for 
data mining, predictive analytics, machine learning, text mining and business analytics

4 SAS /SAS Enterprise 
Miner84

SAS (Statistical Analysis System) is a software suite developed by SAS Institute for 
advanced analytics, multivariate analyses, business intelligence, data management, and 
predictive analytics.

7 Weka85

Waikato Environment for Knowledge Analysis
Data mining with open source machine learning software
It is a collection of machine learning algorithms for data mining tasks. It contains tools 
for data pre-processing, classification, regression, clustering, association rules, and 
visualization. It is also well-suited for developing new machine learning algorithms.

8 R86 R is a free software environment for statistical computing, data mining and graphics. 
Users can statistically explore data sets and can make many graphical displays of data.

9 Microsoft SQL Server87

Microsoft SQL Server Analysis Services, SSAS is an online analytical processing and data 
mining tool in Microsoft SQL Server. It includes Integration Services, Reporting Services 
and Analysis Services. Analysis Services includes a group of OLAP and data mining 
capabilities for Multidimensional and Tabular data.

10 MATLAB88
MATLAB offers a full set of statistics and machine learning functionality in addition 
to advanced methods and prebuilt algorithms for image and video processing, financial 
modeling, control system design.

Table 7. Publicly available datasets

Sl No Name

1 UCI Machine Learning Repository24

3 KDD Cup 2008 -Siemens(Requires registration)89

4 MIT-BIH Arrhythmia Database24

5 ECML/PKDD discovery challenge dataset89

6 Healthcare Cost and Utilization Project (H-CUP)89

7 HIV Prevention Trials Network -Vaccine Preparedness Study/Uninfected Protocol Cohort90

8 National Trauma Data Bank (NTDB)91

9 Behavioural Risk Factor Surveillance System (BRFSS)92

www.indjst.org


Indian Journal of Science and TechnologyVol 11 (15) | April 2018 | www.indjst.org 16

Survey of Classification Based Prediction Techniques in Healthcare

12. Conclusion
The growth of data mining particularly in the healthcare 
field has reached great horizons in the recent years. It is 
evident that data mining helps in extracting useful and 
interesting patterns from massive data. The four impor-
tant data mining tasks viz. Classification, Association 
analysis, Clustering and Outlier Detection are discussed 
keeping in mind the healthcare domain. Further the 
challenges of data mining in healthcare are explored. 
The heterogeneity of medical data is a major challenge 
because data is collected in the form of images, inter-
views with patient, laboratory tests, reports, physician 
observations and interpretations, which require appro-
priate techniques to handle them. The patterns thus 
discovered have to be interpretable which may require 
incorporation of expert knowledge, background knowl-
edge and constraints to guide in the discovery process 
or to express the discovered patterns for the purpose of 
human interpretation. 

Further a detailed review of the different classification 
techniques used for prediction and also their merits and 
demerits are explored. It is found thatthere is no single 
algorithm or technique that is the best of all theother 
algorithms/technique on any given dataset and applica-
tion. Always there is a need to explore the right technique 
for the given dataset. A detailed review of the research 
on classification based prediction techniques and appli-
cations by various researchers are done extensively. It 
is found that the algorithms and techniques are applied 
on different data sets, sometimes from publicly available 
datasets and sometimes on data collected personally. It 
is observed that work is done on improving the predic-
tive accuracy by applying attribute selection measures 
and feature selection techniques. Techniques have been 
developed to diagnose diseases, predict the occurrence of 
diseases, assess the gravity of the diseases such as cancer, 
heart, skin, liver, SARS, diabetes to name a few. 

Applications have been developed for health monitor-
ing from remote places, decision making, self-healthcare, 
preventive care and many more. These applications can 
be used by a wide variety of users which includes doc-
tors, patients, healthcare insurers and healthcare organi-
zations. With these applications, the doctors can identify 
effective cure and treatment plans for diseases, patients 
can obtain cost effective and non-invasive treatments, 
healthcare insurers can discover fraudulent medical 
claims. To conclude, always there is a need for effective 

and efficient data mining technique in order to uncover 
hidden information which could be useful for the medical 
fraternity as a whole. 
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