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Abstract  
Objective: A comprehensive overview of high dimensional data classification techniques is presented for the benefit of 
researchers, scientists and data engineers in both government and private sectors working on large dimensional data. 
Methods/Statistical Analysis: A systematic approach was followed by studying and reporting the literature review for 
the years 1969-2016. Findings: The high dimensional data classification is found to be a challenging task as the data will 
not fit into main memory as required by conventional classification methods. Many of the features would be irrelevant 
and as the dimensionality increases with limited number of samples any conventional supervised learning algorithm may 
over fit to noise. The present study reveals the methods to generate artificial samples to increase the size of training data 
for better classification performance. It is also noted that reducing dimensionality not only reduces the storage space and 
computational time but increases the understandability. Applications: Text Classification, Email Classification, Pattern 
Classification, Information Retrieval, Gene Expression Analysis, Health Care Analysis, Predictive Modelling.
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1. Introduction

The development of data gathering, data generation tools 
and   storage media has not only led to large amounts of 
data but also led to explosive growth of dimensionality 
of each sample. The emergence of many new areas such 
as bioinformatics, WWW, ecommerce, health care indus-
try, computer vision etc., gave rise to high dimensional 
data. In a high dimensional data the number of attributes 
is much larger than the number of samples. Classification 
of high dimensional data is useful in text categorization, 
pattern classification, remote sensing, credit scoring, sen-
timent analysis, medical diagnosis etc.1-4 In a classification 
problem, one of the attributes of the sample (pattern or 
object) represents the target class of the sample and the 
other attributes define the characteristics of the sample. 
The goal of classification is to build a model using labelled 
samples. This model is then used to classify the samples 
(from their attribute values) for which the class label is 

unknown. Nearest neighbour classifiers, Naïve Bayes 
classifier, Decision tree and Support Vector Machine are 
some of the popular classifiers.  These traditional clas-
sifiers were found to be extremely useful in case of low 
dimensional data but they break down in case of high 
dimensional data.

The most common challenges in classification of high 
dimensional data are: 
•	 Curse of dimensionality 
•	 decrease in the specificity of similarities between sam-

ples in high dimensional space 
•	 existence of noise or outliers 
•	 Need more computational time and memory

Curse of Dimensionality is a term coined by Bellman 
that refers to the diminishing performance of the clas-
sifier due to the increase in dimensionality. As the 
dimensionality increases the number of samples needed 
to estimate an arbitrary function with a given level 
of accuracy grows exponentially with the number of  
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dimensions that it comprises.5 It was reported in litera-
ture that the number of training samples per class should 
be at least 5–10 times the dimensionality of the.6,7 The 
performance of the classifier increases with increasing 
dimensionality until some optimal dimensionality is 
reached beyond which its performance decreases with 
increasing dimensionality. In order to overcome the 
problem of “Curse of Dimensionality” either we have to 
generate artificial patterns or reduce the dimensionality.

2. Synthetic Pattern Generation

Many real world data sets are small in size but large in 
dimensionality. So we need to generate artificial patterns 
to improve the classification performance. In the reported 
article proposed a novel pattern synthesis method called 
partition based pattern synthesis which can generate an 
artificial training set of exponential order when compared 
with that of the given original training set.8 The features 
of the training set of each class are partitioned in such a 
way that the features in a partition are better correlated 
with each other than features in different partitions. The 
absolute value of the correlation coefficient was used as 
a similarity measurement between the features of each 
class for partitioning them into different blocks. This is 
a heuristic method. For a given number of partitions (p) 
it first finds the p features that are least correlated with 
each other and assigns each of these p features to differ-
ent p blocks respectively. The remaining features are then 
assigned to a block such that its average correlation with 
features in the block is high when compared with that 
of other blocks. After partitioning, they used divide and 
conquer strategy for nearest neighbour classification. In 
this method, for each class, the nearest neighbours of each 
sub-pattern of the test pattern are determined from each 
block. Then synthetic patterns are generated for each class 
by taking Cartesian product of these nearest neighbours 
from each block. The k local nearest neighbours for a 
given test pattern are determined from each class of syn-
thetic patterns. The union of local neighbours from each 
class is determined and the test pattern is classified based 
on majority voting.

In the proposed article a bootstrapping method that 
creates (not selects) new training samples.6 It not only 
generates synthetic patterns but also smoothes the dis-
tribution of training samples. It was successfully applied 
in the design of 1NN classifier, particularly, in high 
dimensional spaces. Further, the bootstrap samples were 

generated by combining the training data locally and 
illustrated that the NNC (nearest neighbour classifier) 
based on bootstrap patterns performed better than that 
of k-NNC (k-nearest-neighbor classifier) based on the 
original data.9

In the article applied multiple kernel learning approach 
to generate synthetic approach.10 The training set is ini-
tially partitioned class wise. The class wise data is then 
bootstrapped to remove variations in the data.11 The class 
wise bootstrapped data is then partitioned into p blocks. 
Using one class SVM classifier on each block of partitions, 
support vectors are generated. The Cartesian product of 
these support vectors represents the synthetic samples for 
each class. The union of all these synthetic samples of all 
classes respectively generates synthetic training set. The 
classification performance of SVM classifier was shown 
to better using this synthetic set.

Several works were reported in the literature for 
online and offline handwritten character recognition 
using artificial patterns that showed improved recogni-
tion rate. In the article applied deformation models to 
character pattern image to produce pattern variations for 
off-line handwritten numeral recognition.12 They applied 
the concept of perturbation to writing habits and instru-
ments for off-line handwritten numeral recognition, and 
applied six types of linear distortion models to reverse an 
input image back to its standard form to solve the prob-
lem of patterns variation. In the reported article and also 
in another article it generated a huge number of train-
ing samples artificially in accordance with a non-linear 
distortion model for off-line handwritten Chinese char-
acters recognition and showed that distorted sample 
generation is the most effective, followed by regulariza-
tion of class covariance matrices and feature reduction 
using Fisher’s discriminant when the dimension of the 
feature vector is high while the number of training sam-
ples is not sufficient.13,14 In the article proposed a method 
of automatically generating deformed off-line character 
data by using, for each category, the pattern correspon-
dence between the training samples and the template 
pattern.15 In the article proposed a method to generate 
brush-written off-line patterns from on-line.16 Notably in 
2003 published work that used synthesised hand written 
text, generated from the distortion of real lines of text, to 
train an HMM-based hand written sentence recognize 
resulting in an overall performance improvement in the 
detection of handwritten sentences.17,18 In the presented 
article presented an effective approach to enhance the 
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accuracy of on-line handwriting Japanese recognition by 
using a large amount of artificial patterns generated by 
the combination of various  linear distortion models with 
a non-linear distortion model.19

Synthesis of training data for machine learning applica-
tions suffering from a shortage of initial training examples 
has been used in emotion recognition techniques, where 
speech is synthesised to train acoustic models for emotional 
speech recognition.20 The use of synthesised training data 
has been widely used in the field of hand-written text recog-
nition. In the article showed the use of semi-synthetic data 
sets for classifier generation in place of real-world data sets, 
specifically for detection of Mine Like objects from Sonar 
imagery.21 In the article investigated the use of synthetic 
data in indirect determination of rock strength by employ-
ing Fuzzy C-Means (FCM) and Adaptive Neuro-Fuzzy 
Inference System (ANFIS) and Synthetic images were used 
in image classification to enable Unmanned Aerial Vehicles 
(UAVs) to see and avoid each other.22,23

In the article presented a method of water disaggrega-
tion at the meter point using a simple Hall Effect water 
meter and has compared the classification accuracy of 
ANN, SVM and KNN classifiers on predicting the fix-
ture responsible for an event, using both labelled data 
collected over a two month period and synthesised data 
generated from only two extreme examples of labelled 
data per event class.24 They show that by synthesising 
labelled training data, using a domain specific algorithm, 
an innovative water meter disaggregation system that 
uses Artificial Neural Networks (ANN), Support Vector 
Machine (SVM) and K-Nearest Neighbour (KNN) classi-
fiers can be trained in minutes rather than hours.

3. Dimensionality Reduction

The feature extraction and feature selection are very 
important in high dimensional classification. The bad 
performance of classifiers is caused by the error accumu-
lation when estimating noisy features.25 High dimensional 
data analysis needs large amount of memory and compu-
tational power and a classification algorithm may over fit 
to training sample and may not generalize well on new 
samples. A low dimensional representation improves the 
model’s generalization ability and diminishes the risk of 
overfitting.26,27 Feature selection is a combinatorial prob-
lem in the number of original features, and finding the 
optimal subset of variables is considered NP-hard.26 Many 
researchers have extensively studied the dimensionality 

reduction methods (i.e. feature extraction and feature 
selection methods).28-33 Some of the dimensionality 
reduction methods applied in high dimensional classifi-
cation are as follows

3.1 Random Projection
Random projection is based on the article provided.34-37

It states that given 0∈>  and an integer n , let q  be a 
positive integer such that ( )nOq log2−≥ ε . For every set P  
of n  points in dR  there exists qd RRf →: such that for all 

Pvu ∈,

( ) ( ) 222 1)()(1 vuvfufvu −+≤−≤−− εε  (1)
In random projection, the original d-dimensional 

data is projected to a q -dimensional subspace through 
the origin, using a random matrix whose columns have 
unit lengths. Using matrix notation  is the original set of 
n observations each of dimension d. RP

nqX × = dqR × ndX ×  is the 
projection of the data onto a lower q -dimensional sub-
space defined by37

  
[ ]nddq

RP
nq XR

q
X ××× =

1
 (2)

The computational complexity of random projection 
is ( )dqnO .

3.2 PCA (Principal Component Analysis)
The high dimensional data is projected by PCA onto the 
axes corresponding to the largest eigen values. Along 
these axes the variance of the data is maximum. Thus, 
the original data is transformed to the data that has fewer 
dimensions by choosing some of the eigen vectors cor-
responding to these eigen values.

The dimensionality reduction of the data set is 
achieved by projecting the data onto a subspace spanned 
by the most important eigenvectors 

   (3)

Where the  matrix  contains q eigen vectors 
corresponding to the largest q eigen values.25 The compu-
tational complexity of PCA is .

3.3 LDA (Linear Discriminant Analysis)
The major goal of LDA is to compute an optimal trans-
formation (projection) by minimizing the within-class 
distance and maximizing the between-class distance simul-
taneously, thus achieving maximum class discrimination.38
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If the set of samples y1,y2………….yn   are divided into 
subsetsY1, Y2  and so on, and if  the mean vector of samples 
belonging to class i is iµ and the total mean vector is µ , 
 where c is the number of classes. Then the within class 
scatter matrix wS  and between class scatter matrix BS , are 
given as follows:

( )( )
tc

i iy
iyy∑ ∑

= ∈
=

1 Y
iw --S µµ  and ( )( )tii

c

i
in µµµµ −−= ∑

=1
BS   (4)

Thus the goal of LDA is to maximize the ratio  

W

B

S
S  (5)

The computational complexity of LDA is ( )3tdntO +  
where d is the number of features, n is the number of 
samples and ( )dnt ,min= .

3.4  Non-Negative Matrix Factorization 
(NNMF)

NNMF seeks to find a lower rank approximation of the 
data matrix with non-negative elements where the factors 
that give the lower rank approximation are also non-neg-
ative.39-43 Given a non-negative matrix (data set)  
having n  patterns with m  attributes, NNMF finds non-
negative matrices   and  that minimize the 
norm of the difference HWX ∗− .  W  and H  are thus 
approximate non-negative factors of X  i.e. X WH≈ .  
The value of rank q  is selected according to the condi-
tion ),min( < mnq  or according to 







+ )( < mn
nmq  in order 

to reduce the dimensionality.

3.5 Chi Square (CHI)
Chi-square or χ²-distribution is a very popular feature 
selection technique and it is widely used in text clas-
sification.44,45 The chi-squared distribution is used in 
the common chi-squared tests for goodness of fit of an 
observed distribution to a theoretical one, the indepen-
dence of two criteria of classification of qualitative data, 
and in confidence interval estimation for a population 
standard deviation of a normal distribution from a sam-
ple standard deviation.46

Chi square measures dependence between a term and 
a category.47 In the presented article discusses Chi square 
and its role in feature selection for text classification.48

The Chi is defined in general as follows:49

 (6)

For a term t and category c for N number of docu-
ments

  (7)

the feature selection metrics CHI and some of the 
following metrics are the functions of four dependency 
tuples:
(t, ci): presence of  t  and membership in ci.

): presence of t and non-membership in ci.
( , ci): absence of t and membership in ci.
( ): absence of t and non-membership in ci.

3.6 Information Gain (IG)
Information gain is commonly used as term-suitability 
criterion in machine learning algorithms.50 It estimates 
the number of bits of information obtained for the cat-
egory prediction by checking the presence or absence of a 
term in a document.51 The information gain of term t and 
category c is defined to be

 (8)

3.7 Gini Index
Gini index is a normalized version of the Gini coef-
ficient. The Gini coefficient measures the inequality 
among values of a frequency distribution (for example, 
levels of importance). A Gini coefficient of zero (0%), 
one (100%) expresses perfect equality, maximal inequal-
ity respectively.52 The Gini index is utilized well for the 
text classification and it is one of the most useful feature 
selection methods.53-55 Gini index of items x1, x2,…xn as 
follows:

 (9)

Gini Index for continuous probability distribution 
function  p(x), where p(x)dx is the fraction of the popula-
tion with value x to x + dx 

  (10)

where µ  is the mean of the distribution for n observa-
tions
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3.8 Correlation Coefficient (CC)
A correlation coefficient is a number that quantifies some 
type of correlation and dependence, meaning statistical 
relationships between two or more random variables or 
observed data values.56 The theory and application of vari-
ous information filters have been extensively discussed by 
the presented article have used correlation coefficient for 
feature extraction.57,58 The correlation coefficient among 
two variables x and y with n observation is calculated as 
follows:

 (11)

In the reported article introduces a feature selection 
method via Correlation Coefficient, where using correla-
tion coefficient clustering in removing similar/redundant 
features.59  

3.9 Latent Semantic Analysis (LSA)
Latent semantic analysis (LSA) is a technique in natural 
language processing to analyse relationships between a 
set of documents and the terms they contain by produc-
ing a set of concepts related to the documents and terms. 
LSA assumes that words that are close in meaning will 
occur in similar pieces of text.60 LSA represents the theory 
and method for extracting and representing the contex-
tual usage meaning of words by statistical computations 
applied to a large corpus of text.61 The theory, methods 
and potential applications of LSA is explained in the 
presented article.62 LSA is useful in automatic indexing, 
termed as Latent Semantic Indexing (LSI).63,64 The LSI 
employs the Singular Value Decomposition (SVD) to find 
the lower dimensional subspace that consider the terms 
and document relationship in the form of term docu-
ment matrix.60 Let X be a term-document matrix and X 
can have a decomposition with two orthonormal matrices 
and one diagonal matrix. 

    (12)

Where U contains eigenvectors of and V contains 
eigenvectors of , and U and V are orthogonal matri-
ces and ∑ is diagonal matrix whose diagonal components 
correspond to singular values ordered in decreasing order. 
LSI assumes that there is an underlying latent semantic 
structure in the term usage across documents, and the 

basic idea is that such structure can be revealed by drop-
ping small singular values in ∑.65 

 (13)

Where  is the matrix with n largest values set to 
zero.  is an optimal approximation for X in terms of 
mean square error. 

Hofmann introduces a variation for the LSI with 
probabilistic approach in LSA.66 

3.10 Mutual Information (MI)
In probability theory and information theory, the Mutual 
Information (MI) of two random variables is a measure of the 
mutual dependence between the two variables. More specifi-
cally, it quantifies the “amount of information” (in units such 
as bits) obtained about one random variable, through the 
other random variable.67 The application of mutual informa-
tion is illustrated in the article.68 The MI is useful for feature 
selection in multilabel classification and the multivariate 
MI for multilabel classification was proposed by the article 
presented.69,70 The variant of mutual information-based 
multi-label text classification using interaction information 
is proposed by the reported article.71

The mutual information of two variables x and y are 
defined as following:67

  (14)

3.11 Odds Ratio (OR)
In statistics, the Odds Ratio (OR) is one of main ways to 
quantify how strongly the presence or absence of property 
A is associated with the presence or absence of property 
B in a given population.72-74 A statistical learning model 
for text classification uses odd ration as the feature selec-
tion for the SVM.75 A variation Multi-class odd ratio for 
feature selection in text classification has been used along 
with Naïve Bayes by the article presented.74

 (15)

3.12 Genetic Algorithm
Genetic Algorithm (GA) has been widely used for fea-
ture selection.76 Genetic algorithm is a heuristics based 
algorithm that mimics the process of natural evolution by 
inheritance, mutation, selection and crossover.
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In the reported article have used a parallel imple-
mentation of Genetic Algorithm to simultaneously 
examine and select large sets of candidate features.77 
They have used PGAPack software, which has a single 
population GA algorithm implemented in parallel mas-
ter/slave configuration. The master node is responsible 
for storing the initial population and applying the GA 
operations such as selection, mutation and crossover. 
The slave nodes evaluate the fitness function for every 
feature. The authors have applied the parallel GA to nine 
different medical datasets and showed good results. A 
tool for parallel GA based feature selection has also been 
developed and is available at http://www.cbrc.kaust.edu.
sa/dwfs. 

A hybrid of GA and Particle Swarm Optimization 
(PSO) has been used for feature selection with SVM for 
pixel discrimination in image processing by the presented 
article.78 PSO can remember the past iterations, but in GA 
if a chromosome is discarded, it is last forever. However 
premature convergence is a problem with PSO. These 
both algorithms have been combined by integrating the 
selection, mutation and crossover of GA and standard 
velocity and update rules of PSO. The hybrid algorithm 
was applied on the Indian Pines dataset and the RGB 
Toronto Roads data set. The hybrid algorithm terminates 
automatically when the average value of the swarm is less 
than the predefined threshold value. The advantage of this 
method is there is no need to set the number of   features 
required before starting the iterations.

In the presented article have proposed a guided 
hybrid genetic algorithm for cost selection which has 
been tailored to reduce the number of cost function eval-
uations for feature selection.79 Random forests are used 
as the guide. The guide suggests the features that may be 
removed and the most suitable feature set.

A combination of GA and Support Vector Regression 
(SVR) has been used for effective stock selection, which 
can be used in stock ranking and building an investor 
portfolio.80 In this GA has been used to get the best subset 
of input variables to be provided as input for SVR.

Hybrid Genetic Algorithm with Neural Networks 
(HGA-NN) has been proposed by the presented article 
for credit risk assessment.81 Here they have split the fea-
ture selection into two phases. Initially the feature space is 
reduced using means filter techniques such as Gini index, 
information gain, gain ratio and correlation. The features 
selected by the filter method are then passed on to GA. 
Also before the start of each iteration in GA, the initial 

population, mutation and crossover type can be changed 
and controlled.

Genetic Algorithm has been used for both feature 
selection and instance selection by the presented article 
in two separate steps.82 GA with SVM has been used for 
feature selection and classification for automatic identifi-
cation of diabetic retinopathy.83 

Feature selection using Forest Optimization 
Algorithm (FOA) has been proposed by the reported arti-
cle for selection of more informative features.84 Generally 
FOA is used for continuous space problem, it has been 
adopted for discrete space feature selection by resetting 
the age of the best tree to zero. 

4. Conclusion

Generating artificial patterns increases the size of training 
data and improves the classification performance in case 
of high dimension low sample size data. Alternatively, 
dimensionality reduction approaches help in finding the 
most informative or relevant features for classification. 
Random Projection is computationally efficient method. 
PCA is a widely used technique due to its simplicity and 
intuitiveness. But PCA is computationally expensive 
when compared to Random Projection. Moreover, PCA 
fails in situation where the size of the data set is very much 
smaller than the dimensionality.  In such cases, Non –neg-
ative matrix factorization is more suitable. But it works 
only on non-negative data sets. Moreover, there exists 
no guarantee that NNMF converges to global minimum 
and so performance may not be as good as expected. LSA 
depends on SVD which is computationally expensive. But 
it is popularly used in text classification and information 
retrieval as it can handle synonymy problems to some 
extent. The Chi square is very easy to compute and it is 
very suitable with data that has been measured nominal 
scale. All the features measured must be independent and 
Chi square does not give much information about the 
strength relationship among the features. The Odds ratio 
and Correlation coefficient helps to quantify the strength 
of the relationship among participants. The Gini index is 
a probability measure to get the significance of features. 
The computation is complex when compare to other tech-
niques. GA’s major drawback is that it cannot remember 
the past iterations. If a feature is discarded in one of the 
iterations it is lost for all the future iterations. This draw-
back has been overcome by combining it with PSO which 
could remember the past iterations. One another draw-
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back of GA is it takes a lot of iterations for the algorithm 
to converge. Random forest algorithm has been used as 
guide to GA to identify the features to be removed for 
that iteration. This is aimed at reducing the cost factor of 
GA by reducing the number of iterations. Parallel GA has 
been shown to have good computational efficiency. This 
parallelization of GA can be extended to big data frame-
work and can be used for extremely large datasets.

In this paper we presented two different approaches 
used in high dimensional data classification. Although 
synthetic pattern generation is found to be an effective 
approach its usage in various fields such as text classifi-
cation, categorical data classification could be further 
explored. On the other hand, dimensionality reduction 
methods reduce the complexity of data structure and 
provide a more understandable depiction of the same 
information. This field is active and many more novel 
dimensionality methods are being studied with different 
types of high dimensional data such as sentiment data, 
twitter data, social media data, hyper spectral image data, 
and genomic data and so on. The future research must be 
focussed on dimensionality reduction methods that have 
low time complexity with high scalability.
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