
*Author for correspondence

Indian Journal of Science and Technology, Vol 9(48), DOI: 10.17485/ijst/2016/v9i48/108022, December 2016
ISSN (Print) : 0974-6846 

ISSN (Online) : 0974-5645

Data Dissemination Framework for IoT based 
Applications

S. Amrutha, T. Mohanraj, N. Chakrapani Ramapriya, M. Sujatha, R. Ezhilarasie and                                                       

A. Umamakeswari*

School of Computing, SASTRA University, Thanjavur - 613401, Tamil Nadu, India; amrutha@gmail.com,
tmohanraj@gmail.com, chakpriya@gmail.com, sujatha@cse.sastra.edu4, ezhil@cse.sastra.edu, aum@cse.sastra.edu

Keywords: Data Dissemination, Data Replication, Wireless Sensor Networks

Abstract
Objective: There is a need for a distributed data storage mechanism to reduce the probability of data loss and cope 
with node failure as well. The increase in amount of data generated in the wireless sensor network necessitates an in-
network data aggregation protocol that creates summaries of data as information is disseminated in the network. 
Methods: An effervescent aggregation technique has been formulated that makes use of the existing data redundancy 
in the dissemination-based network and combines it with consistency checks to filter false aggregate information. A 
greedy approach is formulated to keep the copies of the data in the nearby neighbour who has greater capacity. Findings: 
Architecture designed for in-network aggregation helps in dealing with a large amount of data by eliminating redundant 
information and at the same time distributes the aggregate information in the nearby node since dissemination deals 
with memory shortage and node failure. Applications: The benefits of the system include that the redundant copies are 
maintained in some other nodes which has higher memory and power this may, in turn, increase the reliability of the data 
in nodes of sensor networks and the availability is ensured during the communication with sinks.

1. Introduction
There has been a significant increase in the development 
of Internet of Things (IOT) over the past few years which 
has its aim focussed on connecting a large population 
of devices together wirelessly. IOT has applications in 
various systems such as Radio Frequency Identification 
(RFID) and Wireless Sensor Networks (WSN). One 
prominent technology in the IOT context is Vehicular Ad 
hoc Networks (VANET)1 where vehicles are connected 
to a network, communicate with one another rather than 
centralizing the communication.  In such large scale 
IOT-based networks, where there is no permanent con-
nectivity, there is a need to cope with the possibility of 
data loss and node failure. Data loss occurs when the 
nodes are depleted of memory resources as they are left 
unattended for a long period of time. The sensed data 
from the nodes are cleared from their memories only 

when they are sent to the base station or a sink. This calls 
for the need for improving the system robustness of the 
network and prevent the loss of data that stems from 
node failures. Data is distributed and replicated across the 
network to maintain the redundant copies in the inter-
connected nodes to reduce the probability of data loss. 
Redundant copies are maintained so that if any such node 
failure occurs, the data can be restored from the copies of 
it stored in other nodes. There arises a need to constantly 
check for storage and energy capacity of the nodes carry-
ing redundant copies of other nodes in the network. This 
can be done by distributing nodes to neighbours that are 
selected based on their available memory and battery lev-
els. Introducing such a replication-based system, makes 
the system reliable but at the same time it is necessary for 
the system to be checked for data consistency. In a large 
scale system, node failure can cause a disruption in the 
overall consistency of data the network. Dissemination 
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schemes provide a way to overcome this problem by 
establishing redundancy of data in the network. The 
redundancy that is introduced in the network is used as 
a means of providing a data consistency check during the 
process of aggregation. The primary aim of this project 
is to produce an aggregate that is devoid of any incorrect 
data values. We propose a mechanism that performs in-
network aggregation on a dissemination-based system to 
ensure the accuracy of data obtained from the network. 
The aggregation performs a data consistency check before 
computing an aggregate that has to be sent to the sink. 
Once the data set is clear of false data, it is aggregated 
and sent to the sink node. We experiment our approach 
of performing aggregation on a dissemination-based sys-
tem and its performance on the Cooja Network Simulator 
which is run on Contiki OS. Contiki is an open-source 
operating system for the Internet of Things. It provides an 
environment where the network can be run on an emu-
lator before it is run on hardware components. Contiki 
provides an in-built network protocol stack and multi-
threading. The OS requires 30 Kilobytes of RAM which 
also includes a graphical User Interface. The network 
simulator, Cooja, makes use of emulated nodes that are 
compiled and executed in the network environment. In 
this project we propose an aggregation technique that 
makes use of the existing data redundancy in the dissem-
ination-based network and combines it with consistency 
checks to filter false information before producing an 
aggregate. Various dissemination techniques have been 
proposed over the past years2. There are two approaches 
to distributed storage in an IoT network – data centric 
storage and fully distributed data storage. Data centric 
approach is a more application specific approach which 
is predicted analytically where it outperforms other data 
dissemination approaches3. Fully distributed data stor-
age has all the nodes participating at the same time in the 
network. They retrieve data periodically and select nodes 
with maximum storage capacity called the “donor nodes”. 
These “donor nodes” are selected based on a mechanism 
that involves collecting the memory availability of nodes 
in the system and deciding which node has the maximum 
memory available for storage of data4. One such important 
contribution in this area is Data Farm5. It is important to 
analyse the energy efficiency of various data dissemina-
tion schemes. There are two categories to dissemination 
algorithms: reactive and proactive6. Energy consumption 
and dissemination time is evaluated and improved in 
protocols such as Deluge and Typhoon7. A detailed sur-

vey has been done on various data dissemination models 
for specific applications8 such as Periodic broadcast and 
On-demand broadcast. One such application is VANET 
in which there is a need to provide high energy efficient 
data dissemination approaches to maintain active com-
munication among the network participants9. Security 
schemes analysed and proposed by using a new structure 
called Event Warning Certificate (EWC). There have been 
methods proposed to overcome node failures by using 
data replication strategies. There can be nodes that can 
be selected and then the data to be distributed among 
them. Otherwise an alternative approach is to send the 
data to the neighbouring nodes with the largest memory 
availability. This is done by controlling the number rep-
licas that exist in the network. In-network aggregation is 
a used as an algorithm that helps scalability of a system 
and hence is used in large-scale networks10. Aggregation 
is used to reduce the overhead on data consistency of the 
network and provide data integrity11. It is also done to 
provide security in the network against insider attacks. 
A protocol called RDA is used to provide high reliabil-
ity of packets in the transmission of data by adjusting the 
degree of redundancy12. A statistical analysis is made on 
redundancy based systems13. Clustering is performed on 
the nodes that is followed by Pathlist filtering and Outlier 
detection. The first step comprises of filtering the disjoint 
paths of a network through which there are chances of 
data from the same node flowing in two paths. This is fol-
lowed by detecting and eliminating outliers in the data 
that is retrieved from the disjoint paths. In this paper 
cryptographic signatures have been attached to the data 
to provide security in the network14. Important factors in 
aggregation that have been worked on are Data Storage 
Management and Opportunistic Data Exchange. These 
areas have been enhanced and analyzed performance wise 
to provide effective communication among the nodes in 
the network where data is collected at a particular node15. 
Outliers can occur due to faulty nodes or due to occur-
rence of an event that is observed by a sensor node16. 
The outliers are classified into erroneous or caused due 
to an event while at the same time resource consump-
tion of the network is also checked and maintained to a 
minimum. A Univariate Statistics-based scheme is used 
to determine the upper and lower bounds of a particular 
node value and detect outliers based on the bound val-
ues17. Implementation and analysis is done on the Contiki 
OS which is an event-driven multitasking OS that is built 
for networked devices. This OS is applied to individual 
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processes and allows pre-emptive multithreading18. The 
applications are simulated on Cooja that is an in-built 
simulator in Contiki. Rime is a layered communication 
stack that is used by applications that are run on contiki. It 
provides lightweight data structures and functions com-
pared to the any other protocol that is used in contiki. 
Rime stack is scalable such that any application that runs 
on top of the rime stack can make use of additional pro-
tocol that are not included in the rime stack. 

2. Methodology
The nodes of the IT observation system collect data at 
regular intervals of time. This data is not periodically sent 
to a base station as there is no continuous connectivity 
with the sink. The base station queries for the data from 
the network, after responding to which the local memo-
ries of the nodes are replenished. Periodic data retrieval 
is necessary as the nodes have limited resources. The pro-
cess of data retrieval involves aggregating the sensed data 
and forwarding the same to the base station. To deal with 
the irrecoverable data loss due to node failure or memory 
shortage, nodes work in the following manner. The data 
sensed by a node is stored in a number of other nodes. This 
involves sending out multiple copies of the sensed data 
to its neighbors that have available memory. The details 
of available memory and energy level on each node are 
broadcasted periodically (Figure 1.) so that all its neigh-
bors can stay updated on its current status. Every node 
maintains a neighbor table as shown in Figure 2, with an 
entry for each of its detected neighbors, constantly updat-
ing its entries as and when the information broadcasts are 
received. The replication mechanism used in this archi-
tecture is greedy, as it selects the ‘best’ neighbor from its 
table of neighbor entries to store the redundant copies 
of the data created. The sensed data is dropped if there 
are no neighbors with available memory or energy and if 
there is no local memory available. At every Tm interval, 
a node broadcasts its memory and energy availability sta-
tus to all its 1-hop neighbors. Each status update consists 
of the following data: 1. Node ID 2. Available memory 3. 
Energy consumed 4. Sequence number or identifier for 
the message. A table of neighbors is maintained at every 
node to store the rime addresses and received information 
of all the neighbors of a node which is depicted in Figure 
2. The neighbor table stored in the local storage of every 
node consists of a single entry per neighbor along with 
the most recent information broadcast received. The table 

can store only a fixed size of entries. If the local memory 
is completely unavailable, the node stores only the entries 
of ‘best’ neighbors and discards the rest. The greedy rep-
lication mechanism creates at most N copies of each data 
unit generated by a node and distributes them further. At 
time t, node I senses a data. If the node has local mem-
ory available, it stores the sensed data in its memory as 
an entry in the data table, setting the remaining copies 
to be generated as N-1. If the local memory if full, the 
data is sent to a neighbor chosen from the table. The ‘best’ 
node for storing replicas is chosen as those with the larg-
est available memory and the most recent update received 
from that node. The energy remaining in the node is also 
checked with a threshold so as to ensure that the replica 
is stored in a node that has sufficient energy. Otherwise, 
if the local memory of node i is full, or multiple copies 
are to be stored, node i selects, from the memory table, a 
neighbor node to store a copy of the data unit. In particu-
lar, node i select the neighbor node, called donor with the 
largest available memory space, sufficient energy remain-
ing and the most recent information. The heuristic used 
for selecting the ‘best’ node is given. Where G denotes the 
best neighbor chosen at time t and tj< t denotes the time at 
which the memory update was received as Bj (tj) of node j 
and Ej(tj) denotes the energy update received. The energy 
consumed by node j is checked if it exceeds limit ET, 
beyond which the lifetime of the node becomes insignifi-
cant. If no suitable neighbors are found, the data is stored 
only on the node that sensed the data or it is dropped. 
When the neighbor node receives a data unit, it stores the 
data in its local memory and selects the subsequent ‘best’ 
neighbor from its neighbor table to store the remaining 
N-2 replicas. The heuristic used to select the subsequent 
neighbors is given as follows. Where P(r-1) is the set of 
selected neighbors for the previous N-1 copies. Once a 
subsequent neighbor is selected, the nth node sends a copy 
and decrements the number of replicas further required 
by 1. The replication continues until N replicas are created 
or until an intermediate nth node is not able to find any 
suitable neighbor. If the second case occurs, the number of 
replicas created is less than R.  The value of N, which is the 
maximum number of replicas in the network, can be con-
trolled. This is better than broadcasting replicas across the 
network, which creates innumerable copies of the sensed 
data. The introduced data redundancy in the network has 
to be eliminated before sending values to the sink. In a 
remote network such as this, there are potential threats 
in the form of faulty nodes that do not fail completely 
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but circulate incorrect observations through the network. 
These values, when collected at a node for aggregation, 
modify the aggregate produced. The elimination of these 
outliers is done just before aggregating the replicas from 
the network. Outlier detection mechanisms for univariate 
data largely depend on the mean and standard devia-
tion of the observations. Values that do not lie inside the 
upper and lower threshold limits are eliminated as outli-
ers. Increasing the number of replicas significantly shifts 
the threshold more towards the mean. This increases the 
fault tolerance of the outlier detecting mechanism. False 
values that largely vary from majority of the replicas are 
easily eliminated in this method.  The observed values for 
aggregation are collected at nodes that are elected as clus-
ter heads by the cluster-head election algorithm. There 
are various methods using which false outlier detection 
rates can be improved, namely the cumulative sum chart 
and the EWMA control chart. These methods are not well 
suited for our data. We assume that the deterministic-sto-
chastic process is stationary. Assuming that, the standard 
normal deviate of the observed values is , where α is the 
level of significance. The level of significance specifies the 
trade-off between false outliers and missed detection rate. 
The value of SND signifies the percentage of fault that is 
tolerated by the outlier detecting mechanism. SND values 
are usually to be following algorithm has been used for 
eliminating outliers:

UT -> Upper Threshold
LT -> Lower Threshold
If LT ≤ y ≤ UT
Add y to Collected Observations

Figure 1. Available memory and energy level distribution to 
neighbour nodes.

Figure 2. Finding the node that holds the nighbour table.

Figure 3. Information received from nodes to sink.

Any observed value that lies out of the bounds are con-
sidered outliers and are eliminated. The final aggregate is 
then computed as an average of the remaining observa-
tions. The aggregated value at each node is the sent to the 
respective cluster heads as shown in Figure 2. The clus-
ter heads in-turn detects outliers, aggregate the values 
received from nodes that are cluster members, and send 
it to the sink. Figure 3 depicts the how the sink receives 
aggregated data from all cluster heads that have collected 
data from various members of their respective clusters.

3. Conclusion
The proposed architecture is found to increase the reli-
ability of the network at the large scale. The controlled 
redundancy offered by the dissemination scheme works 
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hand in hand with the aggregation mechanism that 
detects outliers. The replication based distributed storage 
mechanism increases reliability against complete node 
failure because the outlier detection increases the trust-
worthiness of the data against inside attacks or false data. 
The proposed work can further be enhanced to accom-
modate outlier detection for multivariate sensor data, 
thereby increasing the overall accuracy of the aggregated 
values produced by the remote observation system. 
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