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Abstract
Objective: To perform image registration with sub band features computed using dual tree complex wavelets and 
reducing the computation time in registration.   Methods/Statistical Analysis: The input images are preprocessed with 
Gaussian filters; features are extracted from dual tree sub bands. The dominant features are retained with feature selection 
process to minimize complexity in registration. Translation of images based on similar features is carried out using 
singular value decomposition. A refinement phase further registers the images considering similarities in features.  The 
proposed algorithm is modeled in MATLAB, registration processes are modeled from fundamental equations. Test images 
are considered for validation. The test images are geometrically transformed with knows sets of translation, scale and 
rotational parameters. The two images are registered and the corresponding transformation parameters are compared. 
Critical points in the images are considered as reference points for validation. Findings: The proposed algorithm performs 
registration of all images with less than 10% error. The PSNR computed for all sets of data base is greater than 32dB. 
With dual tree sub bands, the unique features with 150, 450 and 750 orientations are captured thus the features are twice 
more compared with DWT features. The feature selection algorithm considers the orientations in all three directions thus 
improving registration process. SVD algorithm optimizes the complexity in transformation process and refinement phase. 
Elimination of false features and use of appropriate sub band features has reduced the registration time by 76% thus 
meeting the requirement for real time applications in micro air vehicles. Application/Improvements: The improvement 
in computation time and registration accuracy of this algorithm is suitable for MAVs moving with speed of 20-30kmph.
Multilevel decomposition will further improve the registration process, hardware accelerators can reduce computation 
time to few milliseconds.

1. Introduction
Satellite images are used in applications like astronomy, 
geosciences studies and geographical information sys-
tems. Registration of satellite images helps in information 
extraction that provides accurate data for autonomous 
navigation. Image representation of data captured by 
image sensors provides visual interpretation of informa-
tion. For time critical applications such as remote sensing, 
medical imaging and border security, registration algo-
rithm needs hardware accelerators. Image registration 
consists of four steps: Feature extraction, feature match-

ing, transform estimation and resampling transformation. 
The input image is decomposed into four sub bands using 
wavelet transform, in order to reduce registration time 
edge features are selected from the HL and LH band for 
registration1. The selected features from sub bands are 
further tuned by retaining significant features based on 
local modulus maxima and thresholding, thus reducing 
computation time2. Techniques such as maximum corre-
lation coefficients and affine transformation are used for 
feature matching and transformation to improve image 
registration2. Registration results are further improved 
with techniques such as bilinear interpolation and mutual 
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correlation3. The wavelet sub bands provide features such 
as edges at multiple resolutions, in order to select the best 
features voting algorithm is proposed that selects the edge 
features based on intensity and normalized correlation4 
and mutual information metric5 is used for similarity 
measurement4. 

Wavelet transforms combined with allied techniques 
enhances the performance metrics of image registration. 
However, there are certain limitations in wavelets that are 
addressed by dual tree wavelet transforms6. If the image 
to be registered have shifts as compared with reference 
images wavelets exhibit shift variance property thus alter-
ing the energy coefficients across the wavelet sub bands. 
Wavelet sub bands have three orientations of 00,450 and 
900. Registration of images with directional features and 
shift invariance will improve registration results and 
hence use of DTCWT is considered in this work. 

DTCWT for image processing has been demonstrated 
to be superior over that of wavelets in terms of shift insen-
sitive and directionality7,8. These properties of dual tree 
wavelets has advantages in image processing such as 
denoising, deblurring, super-resolution, watermarking9, 
segmentation10 and pattern classification11. DWT loses its 
shift insensitive property due to down sampling, further 
with separability in decomposition directional selectiv-
ity in DWT is lost12,13. Two Dimensional (2D) DTCWT 
produces directionally selective sub bands that can be 
used to capture features in the images for registration.  
Multimodal images such as IR and visible images have 
been registered using dual tree wavelets14. The images are 
decomposed into sub bands, from the sub band pyramids 
feature are extracted based on edge information at the 
lowest level sub band and is used as matching criteria14. 
The search criteria are refined at higher levels based on 
mutual information thus reducing the computational 
time for search operations. Accuracy in registration is 
improved to 25%14 as compared with wavelet based reg-
istration technique.  A novel approach for registration 
based on wavelets performs preprocessing using gradients 
in both x and y directions on the input image. Features 
are extracted using wavelets from the preprocessed image 
thus improving performance15. The pyramidal approach 
is best as it uses features from lowest bands in the pyramid 
for registration and fine tuning is performed with features 
from bands higher in the pyramid. Preprocessing normal-
izes intensity distribution in input images. The directional 
features provide additional features for two step image 
registration. The additional features can be obtained 

using dual tree wavelets. In this paper a novel approach 
is proposed for IR based on DTCWT that produces low 
pass sub band (real and complex) and six complex sub 
bands with orientations of (±150, ±450 and ±750). The fea-
tures in sub bands are selected optimally for coarse and 
fine registration. 

2. Design and Methodology
Input image acquired would have noise, hence Gaussian 
filtering is performed to smoothen the noise in the image, 
by performing averaging technique, enhancing the fea-
ture selection to select better points in both the input and 
reference image. In order to filter noise Gaussian filter is 
selected and is convolved with the input image as in Eq. 
(1). The filtered image is processed further and is reg-
istered as per the proposed algorithm. From the results 
obtained it was found that the registered image that was 
preprocessed using Gaussian filter achieved PSNR of 39.8 
as compared with registered image without Gaussian filter 
with PSNR of 35.5dB. Gaussian filtering filters the noise 
and normalizes the image assisting feature selection and 
thus providing feature points for registration. A Gaussian 
mask of size (m,n) is created, and convolution operation 
is carried out as in Eq. (1). 

( ) ( ) ( ) ( ), , , ,
=− =−

= − −∑ ∑
a b

x a x b

G x y * I x y G s t I x s y t
       (1)

Gaussian constant σ = 1, the Gaussian mask is set to 
21 x 21, for an image of size N1 x N2 the Gaussian mask is 
convolved without overlap. The Gaussian mask is selected 
such that the filtering is optimum and also requires less 
time to process.  

2.1 DTCWT Computation 
The Gaussian filtered image is decomposed using DTCWT 
11, 17 tap symmetric filters. The images are decomposed 
to three levels, with each level consisting of real part and 
imaginary part. The imaginary part consists of six orien-
tation bands with (±150, ±450 and ±750).

The input image X is decomposed into eight sub 
bands as shown in Figure 1, the first stage consists of row 
processing, and the second stage consists of column pro-
cessing filters. The butterfly structure is designed with 
sign inversion operation and 2’s complement operation to 
reduce computation complexity. The division operation 
by √2 is replaced with threshold operation. The proposed 
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algorithm performs three levels decomposition of input 
image and reference image as shown in Figure 2. 

Figure 1. DTCWT computation.

Figure 2. Three level DTCWT sub bands.

Figure 3. Pyramid structure of DTCWT.

After three levels of decomposition, there are eight 
sub bands at each level. There are six LH, HL and HH 
components of real and complex sub bands at each level 
that capture the six orientations of edges in the input 
image. The two LL real and complex sub band capture the 
low frequency components. The decomposed sub bands 
are in pyramidal form and are organized in hierarchy as 
shown in Figure 3.

2.2 Feature Point Extraction 
In this section the process of applying DTCWT for fea-
ture point detection is described. Edges in is considered 
as one of the significant feature in an image. Multi scale 
edge detectors determine the sharp variations based on 
first and second derivatives. The extreme points in first 
derivative correspond to the zero crossing and inflection 
points in the second derivative.  The 2D dual tree com-
plex wavelet transform of an image f(x,y) decomposes the 
image into two independent directions as in Eq. (2)

( ) ( )1 1
2 2

, * ,j jW f x y f x yϕ=

and ( ) ( )2 2
2 2

, * ,j jW f x y f x yϕ= 			       (2)
At each level the modulus of the gradient is given by 

Eq. (3),

( ) ( ) ( )1 2 2 2
2 2 2

, | , | | , |= +j jjM f x y W f x y W f x y  
       (3)

The gradient vector is threshold and the significant 
edge points are detected at each scale of 2j levels. The sig-
nificant features points obtained for both the images are 
matched to measure similarity index using the cross cor-
relation function, with rotational effect given by Eq. (4), 

1 2

 ,

1 1 1 22
,1 2
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=+

=−

= + + − + + −
+ ∑

 

  (4)
The matching window is set to (2M+1)2, µ is the local 

mean and σ is the variance, x =  cosθ -  sinθ, y =  sinθ 
+  cosθ. The orientation of the matched feature points 
are extracted from W and W which is expressed as in Eq. 
(5), 

( ) ( )1 2
2 2

( , , )+j jArg W f x y  W f x y  		       (5)

From the features points FPf1 = {pi = (px
i, py

i)t } i=1,2,…

Nf1 and FPf2 = {qi = (qx
i, qy

i)t } i=1,2,…Nf2 the angle of an edge 
at a given feature point pi and qi are computed by Eq. (6), 

( ) ( )ij j iA q A pθ = −
 
			         (6)

The orientation difference between the two image f1 
and f2 is computed by considering θi,j and Cf1,f2. The distri-
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bution of the number of pairs (pi ↔ qi) at each angle θ that 
satisfy the conditions θi,j = θ and Cf1,f2 (pi;qi;θi,j) ≥ 0.8 is com-
puted by the angle histogram H(θ). The rotation angle is 
determined by computing the angle that corresponds to 
the maximum peak in the histogram. With the orienta-
tion difference between the two images being computed, 
the matching feature point pairs are computed by first 
rotating all the points in f1(x,y) to their new positions in 

. 
If the feature point in f1 is rotated to a new position in 

 the angle θ is also accordingly set to meet the require-
ments of the coordinates of  For every feature point  in 

1 a corresponding matching point  forms the matching 
pair and needs to satisfy two conditions: 

Condition 1

Condition 2

The edge point  ∈ E(qk) and ∈ FPf2 is found by 

maximizing the measure of  as per condition 1. 

Condition 2 enforces the value of of a matching 
pair to be greater than the set threshold (0.6 is set). The 
search operation is made faster by setting the orientation 
criterion constraint by setting the orientation difference 
between f1 and f2 to be less than 100 (i.e. | A(qj) – A(pi)| 
< 100). The orientation criteria constraint improves the 
processing speed and is suitable for real time image reg-
istration. In order to remove the false matching pairs, a 
modified method is proposed based on Li et al iterative 
algorithm. Considering all the matching pairs repre-
sented by MP = { pi ↔ qi} i=1,2,…Nm (pi=( , ) is a point in 

1(x,y) and qi =( , ) is a point in f2(x,y), (with Nm rep-
resenting number of elements in MP)  the matching pairs 
are appropriate only if they satisfy the following condition

Where, s and T are the scalar and translation vectors. 
The scale s between 1(x,y) and 2(x,y) is given by d2/d1 
is estimated between two matching pairs in MP. The dis-
tance between the two matching pairs is given by Eq. (7), 

2 21 ( )   ( )= − + −i j i j
x x y yd p  p p  p       

 

and 
2 22 ( )   ( )d = − + −i j i j

x x y yq  q q  q
                     (7)

The translation Ti between pi and qi and translation Tj 
between pj and qj are computed based on the above equa-
tion. If the feature pairs {pi ↔ qi} and {pj ↔ qj} are correct 
matching pairs the difference between Ti and Tj should 
be small. By setting a threshold, the possible matching 
pairs that are consistent are selected based on maximum 
matching similarity or normalized correlation and all 
other are eliminated. A consistency test is also carried 
out so that the appropriate pairs are not eliminated. The 
number of times the matching pair {pi ↔ qi} is consistent 
with other matching pairs is counted and is set to S(i). 
A matching pair {pj ↔ qj} is said to be consistent only if 
the distance between the translation vectors Ti and Tj is 
less than a threshold. The counter S is incremented by 
one if the pairs are consistent; the process is carried out 
until all matching pairs are evaluated. The number of 
tests required will be Nm (Nm -1). After the consistency 
test is carried out, each matching pair is associated with a 
counter value S. The matching pair is considered as regis-
tration parameter only if the corresponding counter value 
S is 2 and greater, all other pairs are discarded. The appro-
priate set of matching parameters M = {pi ↔ qi, i=1,2,……
Nc} after refinement are used for computation of image 
transformation parameters such as scaling (s), rotation 
angle (R) and translation shifts (T) (x and y directions) 
using singular value decomposition (SVD) method, other 
matching techniques are presented in18,19, SVD is most 
simple and hence is used in this work. The four param-
eters are related by Eq. (8), 

  1, 2,3, .= + = ……sRpi Tfor i Nciq               (8)

The rotational parameter  , 

T = (tx, ty)
t and Pi = ( , )t is a point in 1(x,y) and 

qi =( , )t is a point in f2(x,y), θ is difference in ori-
entation between 1(x,y) and f2(x,y). The transformation 
parameters are estimated by finding optimal solution by 
minimizing the expression given by Eq. (9), 

2

1

∅
=

= + −∑
cN

i i
i

sRp T q
         		     (9)

The solution to the above equation is simplified as per 
the discussions presented in16 and is presented as in Eq. (10), 
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Where,  and 

 and  thus to find 
the transformation parameters can be obtained by maxi-
mizing the term in Eq. (11),
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In order to compute R, as per the SVD method17, the 2 
x 2 matrix H is computed as given in Eq. (12), 

1=

 
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 
∑

cN
t 
i i

i

H  q p
 				      (12)

The SVD vectors are H are obtained by computing 
H=P^Qt and the rotational parameter is computed by 
R=QPt.  The process of computing transformation param-
eters is initiated by computing R and then fine tuning θ. 
The scaling factor s and translation vector T are obtained 
for image registration. Once the images are registered, 
there is a need for refinement of registration process. The 
refinement process is a back annotation process. For each 
of the qi in f2, the corresponding point 1 in 1 is identi-
fied by searching the pixels in the given window centered 
at the coordinate pi. A measure of C given as in Eq. (13), 

( ) ( ) ( )
1, 1, 1,2 2 2

, , , 0.75
∈

= ≥max
f f f

i
f i i f i i f i ip N

C p q  C p q  C p q   
             (13)

C determines the closeness of these points. If the dif-
ference is large than the set threshold (0.75), then the 
feature points are re-sampled for computation. The refine-
ment process is carried out only with few sets of samples, 
with , ,  and  more accurate values of s, θ, tx, 
ty are arrived at. The fine-tuned feature set is given by  for 
the given feature set

The registration process is iterative and is continu-
ously processed until the results are satisfactory. 

3. Results and Discussion 
The proposed algorithm based in DTCWT is modeled 
in MATLAB and the images supplied in MATLAB have 
been used for validation of proposed algorithm. 

Figure 4. Experimental setup for performance evaluation.

Figure 5. Test Images (a) Road, (b) Plant (c) Mantralaya (d) 
Ordorthophoto.

Two images are considered, the reference image ‘west-
concordorthophoto’, is a georegistered panchromatic 
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gray scale image supplied by Massachusetts Geographic 
Information System (MassGIS). The input image is 
‘westconcordaerial’ which is aerial photographic image 
supplied by mPower3/Emerge. The experimental setup 
for image registration is shown in Figure 4. The input 
image is considered as reference image, the input image 
is deformed by scaling, translation and rotation with 
known set of parameters. The input image after scaling 
is considered as image under test which needs to be reg-
istered with the reference image. The registration process 
is carried out based on the proposed technique discussed 
in the previous section. The transformation parameters 
s, θ, T and R are computed and are compared with the 

parameters s, θ, T and R that were used to deform the 
reference image. The similarity index of comparison is 
used as performance measure for the proposed method. 
Figure 5 shows the image data sets considered for image 
registration. The color images are converted to gray scale 
and are smoothened by using histogram technique. The 
enhanced images are considered as reference images. 

The test image ordorthophoto is registered with the 
translated, rotated and scaled image which is shown in 
Figure 6. The points A, B and C represented in the Figure 
6 indicate the deformation in the input image with regard 
to the reference image. The deformations are introduced 
are recorded and tabulated in the Table 1. 

Table 1. Transformation Parameters

Images Transformation Scale: s Translation: tx Translation: ty Rotation: θ0

Ordorthophoto Before registration 0.9123 82 156 21.29

After registration 0.9127 78 154 21.42
Road Before registration 1.1 180 396 8.61

After registration 0.97 178 380 85
Plant Before registration 1.21 510 364 34.3

After registration 1.2 500 366 33.8
Mantralaya Before registration 0.8 408 126 47.1

After registration 0.712 411 121 47.8

Table 2. Comparison of transformation parameters

Image Input deformations Christopher15 Le MoigneJ.1 This work 

tx ty θ0 tx ty θ0 tx ty θ0 tx ty θ0

Road 1 50 50 -30 40 40 -20 45 55 -28 48 52 -29
Road 2 25 25 -15 15 15 -05 22 21 -15 24 24 -15
Road 3 -50 -50 -15 -38 -40 -11 -42 -56 -12 -45 -54 -14
Road 4 -25 -25 -30 -18 -35 -35 -29 -24 -36 -27 -25 -32
Plant 1 10 20 20 16 26 25 14 23 26 12 22 24
Plant 2 20 10 10 17 20 20 15 15 14 17 11 12
Plant 3 -5 -10 -20 -9 -19 -09 -7 -14 -24 -6 -11 -21
Plant 4 -10 -5 -10 -16 -5 -7 -12 -4 -6 -9 -3 -7
Mantralaya 1 12 7 7 17 15 7 15 5 10 15 5 9
Mantralaya 2 22 12 10 10 8 16 27 15 10 25 11 10
Mantralaya 3 -32 -14 -12 -38 -21 -15 -31 -15 -14 -31 -15 -11
Mantralaya 4 -42 -22 -26 -38 -15 -20 -41 -18 -22 -42 -21 -23
Ordorthophoto1 7 15 11 7 14 21 7 12 13 7 11 13
Ordorthophoto2 15 26 1 04 16 1 12 22 2 16 24 2
Ordorthophoto3 -13 -33 -2 -6 -25 -2 -17 -38 -2 -15 -36 -2
Ordorthophoto4 -23 -42 -6 -17 -32 -6 -26 -47 -8 -21 -44 -8
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Figure 6. Input image under test (a) Reference image (b) 
Deformed image. 

Table 2 compares the performances of various regis-
tration algorithms, the proposed work demonstrates the 
accuracy in estimation transformational parameters.

Figure 7 presents the results of registered image that is 
superimposed with the reference image. The images pre-
sented with the deformations of A, B and C is minimized 
in the registered image.

Figure 7. Registered images.

The proposed method uses DTCWT transformation 
for extraction of features; the six sub band components 
are suitable for extraction of features from three orienta-
tions. The features are extracted from the lowest real sub 
band; the lowest imaginary sub band can also be used for 
registration. The real high frequency sub bands are used 
to extract the features after thresholding, however they 
are feature pairs could not lead to significant improve-
ment in registration performance. It needs to be explored 

to sue multi-level sub bands for significant feature extrac-
tion. The total time estimated for registration is found to 
be of 30 units. With robust feature samples, the time was 
estimated to be around 128 time units. Thus with the pro-
posed method the feature sets were capable of performing 
registration with minimum of 32dB PSNR with optimum 
feature pairs identified. 

4. Conclusion
In this work, a novel technique for image registration is 
presented based on dual tree complex wavelet theory. 
The input image is pre-processed with Gaussian filters 
to remove noise; the filtered image is transformed using 
wavelet filter to compute multiple sub bands. From the 
multiple sub bands, Gradient is computed using Sobel 
operator; from the features obtained, the reference points 
that are obtained after averaging provide the accurate 
points for image transformation and registration. The 
proposed algorithm is verified for its performances with 
reference satellite image and the results obtained demon-
strate the novelty in the algorithm proposed. For real time 
application it is required to improve the performances of 
computation speed of DTCWT and IDTCWT, Gaussian 
filtering and gradient operation. 
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