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Abstract
Background/Objectives: This paper gives an overview of some tasks involved in the retrieval process, corpus and 
resources of medical information retrieval. Methods/Statistical Analysis: Inverted file representation method is used 
in the retrieval process for associating documents in the corpus with various search terms. Conventional statistical 
ranking functions such as Jaccard, Okapi and Euclidean have been widely used for ranking retrieved medical documents. 
An extractive informative generic mono-lingual single-document summarizer is used to produce medical domain-specific 
summary. Sentence ranking method is used to include most appropriate sentences in the final summary. Findings: Studies 
reveal that people are searching the web and read medical related information in order to be informed about their health. 
In the medical domain, richest and most used source of information is MEDLINE. Because of frequent use of acronyms 
in the medical literature, using the term that appears in documents as keywords for document indexing would not be 
effective. Also, using Bag of Words representation could not capture the semantic meaning of terms. Some domain-specific 
thesauri like UMLS, MeSH and Gene ontology are available for biomedical retrieval. These domain-specific thesauri can 
provide synonyms, hypernyms and hyponyms of a specific term but it does not look into the context. Therefore, the 
retrieval results of using domain-specific thesauri are somewhat conflicting. It is possible to identify which lexical variant 
of specific term should be used under specific context by using Wikipedia as resource for biomedical retrieval. Conventional 
ranking functions fail to capture the inherent features of natural language text. Evolutionary algorithm based ranking 
can enhance the retrieval performance.  Any domain-specific summarizer must consider similarity between sentences as 
essential feature for summarization. Applications/Improvements: Improvements in retrieval results is achieved by using 
context-aware keywords as indexing keywords and highly robust hybrid evolutionary algorithm based ranking function 
for ordering the retrieved documents.

1. Introduction
The foremost intention of retrieval system is to examine 
the documents that are appropriate to the information 
requirement of the user from outsized document group1.  
Every user has specific information requirement. User’s 
requirement will be the phrase to which answer is essen-
tial to execute certain task. The phrase given by the user 
has to be converted into the form appropriate for retrieval 
system. The information requirement of the user trans-
formed into the form suitable for retrieval system is called 
query. Based on the user query, the retrieval of docu-

ments will take place from large document collection. 
The retrieved documents are ordered and presented to 
the user as an answer list. The general representation of 
the retrieval system is shown in Figure 1.

In this retrieval process, the performance of the sys-
tem depends on how far the retrieved documents are 
relevant to the information need of the user. Information 
Retrieval (IR) has been widely used in applications related 
to medical domain especially by the medical experts to 
practice Evidence-Based Medicine (EBM)2. It is also 
enormously used in agricultural, spatial, scientific, indus-
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trial, governmental, engineering, business and in many 
other applications. 

2. Medical Information Retrieval 
(MIR)
MIR system is totally centered around and connected to 
medical domain3. Figure 2 depicts the general problems 
that exist in MIR. 

The general problems that lead to poor performance 
of MIR are as follows: 
	 I. Improper search request by the user:

The factors leading to improper search request are as 
follows:
			  I. Unawareness of required information
			  II. Inadequate formulation of user query

Due to lack of knowledge about the different key-
words, they tend to input the symptoms, reactions instead 
of the disease itself and long lines of information need 
which lead to irrelevant information retrieval.

	 I. Misinterpretation of search request:
Due to the misinterpretation of search request and 

huge availability of data, the retrieval system faces the fol-
lowing problems:
			  I. Inadequate retrieval of information
			  II. Lack of relevant retrieved information

	 III. Medical errors:

Due to insufficient relevant data, medical errors may 
occur. For example, it may lead to wrong disease diagno-
sis, treatment procedure and so on.   

3. Major Tasks Involved in 
Retrieval Process 

3.1 Keyword Extraction
The keyword extraction is an essential task involved in 
the retrieval process which determines the performance 
of the retrieval system. The process of recognizing the 
most suitable terms in the document is called keyword 
extraction. A good IR system must have a collection of 
beneficial keywords of corresponding field4.

3.2 Document Indexing
Indexing is the process of associating documents 

in the corpus with various search terms (keywords). It 
shrinks the time spent in encumbered information and 
also creates the internal representation for documents 
and keywords. 

This internal representation can have set of useful 
weighted keywords for each document as given below:

	 Doc1→ {(term1, wt1), (term2, wt2), …...}
	 Doc2→ {(term1, wt1), (term2, wt2), ……} 
		           …..
		          …..
 		          …..
	 Docn→ {(term1, wt1), (term2, wt2), ……}

Where, 
‘Doc’ represents documents, ‘term’ represents key-

words, ‘wt’ represents its weight and ‘n’ represents the 
total number of documents.

Example:	
	 Doc1→ {(heart, 0.2), (infection, 0.3), …}
	 Doc2→ {(kidney, 0.6), (blood, 0.4), …}
	 Doc3→ {(heart, 0.4), (kidney, 0.3), …}
	 Doc4→ {(heart, 0.5), (kidney, 0.2), (blood, 0.7), 
…}

The internal representation can also be in the form 
of inverted file. This representation is used during the 
retrieval process for achieving better efficiency. For each 

Figure 1. Information retrieval system representation.
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keyword, it contains references to documents as given 
below:  	

	 term1→ {(Doc1, wt1), (Doc2, wt2), …}
	 term2→ {(Doc1, wt1), (Doc2, wt2), …}
			   …..
		       …..
		       …..
	 termn→ {(Doc1, wt1), (Doc2,wt2), …}

Here, ‘n’ represents the number of keywords.
Example:

heart → {(Doc1,0.2), (Doc3,0.4), (Doc4,0.5), …}
kidney → {(Doc2,0.6), (Doc3,0.3), (Doc4,0.2),  …}
infection → {(Doc1,0.3), …}
blood→ {(Doc2,0.4), (Doc4,0.7),  …}

In the above examples, Doc1, Doc2, Doc3 and Doc4 
represent the documents. The keywords are ‘heart’, ‘infec-
tion’, ‘kidney’, ‘blood’. Each keyword has its own weight 
with respect to the document. 

3.3 Document Ranking
Document ranking deals with ordering of all retrieved 
documents based on their relevance score to user query. 
In response to user query, ranked list of documents are 
returned by IR system. Ranking function is used to com-
pute the relevance score between retrieved documents 
and user query. It is done by matching the keywords in 
the user query with those in the retrieved documents5. 
Each retrieved document is scored and ranked based on 
how well it matches with the user query.   

3.4 Document Summarization
Document summarization is an IR task that deals with 
constructing lessened form of the document6. The sum-
mary made must safeguard the information content of the 
document and its meaning7. The summarization method 
can be categorized based on the nature of text obtained, 
kind of detail delivered, content offered, quantity of input 
documents and linguistic8,9. There are two types of sum-
marizers under each category which is depicted in Table 
1.

The summary can be genre-specific or domain-inde-
pendent. In the former, documents belonging to one 
specific domain are considered and in the latter, docu-

ments belonging to any domain can be considered for 
summarization. These summarization approaches com-
prehends the bits of knowledge of information in the 
document, incase if a document does not contain the 
author written summary10,11.
Table 1. Various categories and types of 
summarization methods

Category Type Description
Nature 
of text 
obtained

Extractive Summary is formed by mining 
key sentences from original 
document.

Abstractive Summary is created by 
rephrasing the sentences in the 
original document. It is done 
by understanding the entire 
document content. 

Kind of 
detail 
delivered

Indicative Summary provides main idea of 
the original document. 

Informative Summary is produced by 
minimizing the length of the 
original document without 
changing its meaning.

Kind of 
content 
offered

Generic Summary is not based on 
the user interest. It gives the 
same level of importance to all 
sentences when producing a 
summary.

Query-
based

When producing a summary 
based on user interest or query, 
it gives importance to certain 
sentences.

Quantity 
of input 
documents

Single-
document

Summary is produced for one 
document at a time.

Multi-
document

Summary is produced for 
collection of related documents.

Linguistic Mono-
lingual

Summary is created for 
documents written in one 
specific language. 

Multi-
lingual

Summary is created for 
documents written in different 
language.

4. Medical Document Corpus for 
IR Experiments
The richest and most used source of information in medi-
cal domain is MEDLINE. It is the database of life science 
related articles. The process of identifying and disseminat-
ing relevant reliable information becomes a very difficult 



A Study on Some Tasks, Corpus and Resources of Medical Information Retrieval

Indian Journal of Science and TechnologyVol 9 (25) | July 2016 | www.indjst.org 4

task as all research discoveries come and enter this reposi-
tory at very high rate. OHSUMED and PMC (PubMed 
Central) are the two subsets of MEDLINE that are com-
monly used for IR system performance evaluation12.

OHSUMED is the standard corpus used for bench-
marking IR systems evaluation which consists of 
collection of MEDLINE document abstracts from 270 
medical journals from 1987 to 1991. It is the standard 
corpus for abstract indexing experiment.

PMC is the standard full document corpus used for 
benchmarking IR systems evaluation which consists of 
collection of MEDLINE documents. It is the standard 
corpus for full document IR indexing experiments. 

5. Resources for Semantic based 
IR
There are various generic and medical domain-spe-
cific resources available for semantic based MIR. The 
free online fact file maintained by outsized quantity of 
volunteers collaboratively is Wikipedia13. It acts as a 
resource for IR in recent years. It contains inter-linked 
textual information, manually defined concepts and 
semantic relations. Therefore, the use of Wikipedia can 
provide not only facts, but also exact semantic infor-
mation14. The open source software system that is used 
by researchers and developers to integrate Wikipedia’s 
rich semantics into their own applications is Wikipedia 
Miner. Ontologies are resources that allow researchers to 
extract semantic based information15. The general ontol-
ogy developed at Princeton University is WordNet16. It 
is an electronic lexical database which consists of set of 
synonyms called as Synset that represents one particular 
concept. Synset formation is based on the synonymy and 
polysemy. In medical domain, various domain-specific 
ontologies are available which allows medical profes-
sionals and researchers to process bio-medical data from 
countless sources. Among those, the widely used medical 
domain-specific thesaurus is UMLS which is established 
by National Library of Medicine (NLM). UMLS integrates 
many subdomains related to medical domain as depicted 
in Figure 3. MetaMap allows researchers and developers 
to use UMLS resource in their own applications17.

The medical domain-specific ontology Generalised 
Architecture for Languages, Encyclopedias and 
Nomenclatures in medicine (GALEN) is the European 
Union project undertaken from 1992 – 1999 which 

provides reusable clinical terminology resources. It was 
designed before populating the ontology by defining 
the representation formalism and top level knowledge. 
OpenGALEN provides access to GALEN resource. 

Systematized Nomenclature of Medicine Clinical 
Terms (SNOMED CT) is another medical domain-spe-
cific dictionary established by the college of American 
Pathologists. It is the clinical repository which is now 
available as a part of UMLS. Therefore, it is widely used in 
medical information system.   

The prior works mentioned here within Table 2, Table 
3 and Table 4cover few of the existing works related to 
the indexing keyword extraction, document ranking and 
summarization respectively. 

6. Observations 
This section presents the observations made from the 
related work with respect to various tasks involved in the 
retrieval process.

6.1 Keyword extraction
MIR system achieves poor performance due to ambiguity 
in medical terms. Ambiguity means same keyword refer-
ring to different things in different context18.

For example:
CHD may allude to ‘Coronary Heart Disease’ or 

‘Congenital Heart Defect’
HR may allude to ‘Heart Rate’ or ‘Hormone 

Replacement’ 
LE may allude to ‘Lupus Erythematosus’ or ‘Lower 

Extremities’
URI may allude to ‘Upper Respiratory Infection’ or 

‘Urinary Incontinence’
Also, frequent use of acronyms in medical domain 
reduces its retrieval performance. 
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Figure 3. Various subdomains integrated in the UMLS.
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Table 2. Summary of few works on indexing keyword extraction

Proposed Work Method Resource
Performance 
Metric(s)

Comparison with Corpus

Multi-Terminology 
based Concept 
Extraction18

Voting 
MeSH, SNOMED, 
GO,
ICD-10

Mean Average 
Precision (MAP) Baseline TREC Genomics 

collections

Automatic MeSH 
Term Extraction 
(AMTEx)12

C/NC-value MeSH Processing Time MMTx OHSUMED, PMC

Single-SM, Multiple-
SM19

Aspect detection 
and filtering Wikipedia, UMLS MAP NLMinter, 

MuMshFd
TREC2006 and 2007 
Genomics collections

Bio-DI20 Scoring and 
filtering MeSH Precision, Recall,

F-measure
Various weight 
combinations OHSUMED

Table 3. Summary of few works on ranking of documents

Proposed 
Work

Method Features Performance 
Metric(s) 

Comparison with Corpus 

SimRank + 
CorRank + 
VoteRank11

Weighting method Similarity, 
Correlation, Votes

Normalized 
Discount 
Cumulative 
Gain (NDCG)

SimRank + 
CorRank, 
SimRank and 
VoteRank

Reviews collected from 
http://www.androidpolice.
com/, 
http://www.phonearena.
com/, http://
moneycontrol.com/.

Two level fuzzy 
logic based 
Ranking21

Term weighting 
method

Term Frequency 
(TF) and  Inverse 
Document Frequency
(IDF)

Precision, Recall 
and F-measure

Okapi-BM25 and 
fuzzy logic based 
approach

CACM and CISI

Fuzzy 
logic based 
Ranking22

Term weighting 
method TF and IDF MAP

state of the art 
search engine 
Apache
Lucene

Financial Times, Federal 
Register 94, FBIS disk 5, 
LA Times

RankIP23 Immune 
programming TF

Precision at n 
(P@n), MAP 
and NDCG

RankSVM, 
RankBoost and 
BM25

OHSUMED, TREC 2003 
and 2004

GA1 and GA224 Term weighting 
method TF Precision, Recall Classic IR CISI, NPL, CACM

For example:
BSL is an acronym for Blood Sugar Level
CAD is an acronym for Coronary Artery Disease
BP is an acronym for Blood Pressure
HB and HGB is an acronym for Hemoglobin 
Likewise, there are many other acronyms and ambig-

uous terms in the medical field. As a result, using the term 
that appears in the document as indexing keyword may 
not be effective. Also, Bag of Words (BoW) representation 
of document cannot capture the semantic meaning of the 
document. 

It is observed that the domain-specific thesaurus is 
widely used in the literature. These thesauruses can cap-

ture the synonyms, hypernyms and hyponyms of specific 
medical term. But it does not look into the context31. 
Domain-specific thesaurus based retrieval results are 
conflicting because it is very difficult to determine the 
lexical variant of specific medical term to be used under 
specific context. It is also observed that nearly about 
50,000 words in UMLS, medical domain-specific thesau-
rus are ambiguous. For example, ‘COLD’ is an ambiguous 
term in UMLS. It may allude to ‘Common Cold’ disease or 
‘Chronic Obstructive Lung Disorder’ sickness. In this man-
ner, the quality of the indexing keyword extraction relies 
upon the quality of the resource utilized.
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6.2 Ranking of Retrieved Documents
There are many factors which affect the performance 
effectiveness of IR system, ranking function being the 
most. IR system uses ranking function to compute rele-
vance score between retrieved documents and user query. 

The traditional conventional ranking functions like 
Okapi-BM25, Euclidean and Cosine similarity are widely 
used in the literature1. These conventional measures 
do not capture the inherent features of the documents 
and user query due to uncertainty and vagueness pres-
ent in the natural language text. Some researchers have 
designed evolutionary algorithm based ranking functions 
for enhancing the performance of the retrieval system. 

These evolutionary algorithm based ranking functions 
except fuzzy logic based functions do not address upon 
the vagueness and uncertainty present in natural lan-
guage.  Fuzzy logic based ranking is found suitable in the 
literature to address upon the vagueness and uncertainty 
present in natural language text21. Fuzzy logic transforms 
the vagueness and uncertainty into fuzzy membership 
functions32. It is observed from the literature that these 
fuzzy based ranking functions are incapable to gener-
alize i.e. they can answer to what is written in the rule 
base. Also, they are not robust enough to the topological 
changes of the system. Such changes need alterations in 
the rule base. 

Table 4. Summary of few works on document summarization

Proposed Work Method Features Performance 
Metric(s)

Evaluation using Corpus

Collective Message 
Summarizer (CMS)25

Sentence 
compression

Sentence relevance and 
redundancy

ROUGE-2 
Recall Manual summary

Enron 
E-mail 
collection

Individual Message 
Summarizer (IMS)25

Sentence 
compression

Sentence relevance and 
redundancy

ROUGE-2 
Recall Manual summary

Enron 
E-mail 
collection

Bernoulli based 
Sentence Similarity 
Model26

Sentence 
extraction Probability of co-occurrence ROUGE-1 

and 2 Recall Manual summary DUC datasets

Wikipedia based 
Single Document 
Summarizer27

Sentence 
selection Number of Wikipedia terms ROUGE-1 

Recall Manual summary DUC datasets

Fuzzy logic based 
Summarizer28

Sentence feature 
extraction 

Cue-phrases, Legal vocabulary, 
Paragraph structure, Citation, 
Term weight, Named entity 
recognition, Similarity to 
neighboring sentences,  
Absolute location, Proper noun, 
Sentence position

Precision, 
Recall,F-
measure

Neural Network 
based summary

Legal judgment 
documents 
collected from 
legal websites

Web Document 
Summarizer29 Sentence ranking Sentence position, Cue-words, 

Document frequency,TF,IDF 
ROUGE-1, 2 
and3 Recall

Online 
summarizer  
based summary

Documents 
collected from 
websites

MA-SingleDocSum9
Genetic operators 
and guided local 
search

Sentence position, Relation of 
sentences with title, Sentence 
length, Cohesion, 
Coverage

ROUGE 
measures

UnifiedRank, DE, 
FEOM, NetSum, 
CRF, QCS, 
SVM, Manifold 
Ranking

DUC datasets

Machine Learning 
based Medical 
document 
Summarizer30

Bagging

Centroid, Similarity to first 
sentence, Sentence position, 
Cue-phrases, Position of cue-
phrases, 
Acronyms, 
Sentence length

Precision, 
Recall, 
ROUGE-1,2 
andSU 
Recall

MEAD, Baseline-
lead, Manual 
summary

Medical news 
articles from 
online sources
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6.3 Summarization of Documents
Summarization systems lose their completeness due to 
similar sentences in the input document. The system that 
exploits domain-specific knowledge can produce high 
quality summary by considering domain’s generic compo-
nents for summarization. The system can produce highly 
informative summary if and only if it includes highly dis-
similar sentences in the final summary. It is seen from the 
literature that all articles related to medical domain don’t 
have author written summary. This builds the trouble for 
a user to confirm its significance. The user can charac-
terize whether the retrieved document is relevant for the 
detailed study or not only after reading and understand-
ing the whole document content. It is also observed that 
most of the summarization approaches create final sum-
mary by using sentence ranking method. Researchers 
have used few or more number of features for sentence 
ranking.

7. Conclusion
The accuracy of the retrieval system mainly depends on 
indexing keyword extraction. Context-aware keyword 
extraction can improve the retrieval results. Document 
ranking is another prominent factor that affects the 
retrieval performance. As conventional ranking functions 
do not capture the inherent features of the documents 
and user query, highly robust hybrid evolutionary algo-
rithm based ranking functions can be used to improve the 
retrieval performance. Sentence ranking method is widely 
used in the literature for summarization. Any domain-
specific summarizer must consider similarity between 
sentences as additional feature for summarization along 
with domain’s other generic features. OHSUMED and 
PMC are the standard document corpuses used in the lit-
erature for MIR system evaluation. How to use Wikipedia 
to facilitate information retrieval became hot research 
topic over the last few years. As domain-specific resources 
are available for MIR, there is no much work done on 
investigating how to use Wikipedia to improve MIR per-
formance. To shed light on the breadth of research on 
MIR, current state of art approaches and observations 
made from literature has been presented.
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