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1.  Introduction

Biomedical research refers to the study of the medical 
issue and problems using biological methodologies, 
including basic medical research and clinical medical 
research1. Biomedical text mining can make easier to 
begin the process of discovery and to integrate the data 
present in the biomedical literature. Bioinformatics 
translator has been prominent with integrating biological 
and clinical data. The main view of this research is focused 
on biomedical text mining, aimed at correlating diseases 
and molecular entities2.

Data mining is used to point out the hidden 

information in biomedical data and correct differentiate 
pathological from normal data. It can be used to extract 
hidden features of a group of patients and state of diseases 
that can aid in automated decision making. Data mining 
offers a clear examination in the field of biomedical3.

2.  Methods

2.1 Text Mining 
Text Mining4 is the task of discovering unknown 
information that it may be new or previous information, 
extracting automatically from various text documents.
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2.2 Text Mining Techniques
The text mining techniques are IE (Information 
Extraction), IR (Information Retrieval), Categorization or 
Classification, Topic Tracking, Clustering, Summarization 
and Concept Linkage. Classification includes SVM 
(Support Vector Machine), K-NN (K-Nearest Neighbor), 
NN (Neural Network), Bayesian Method and DT 
(Decision Tree). Clustering includes Partition Method, 
DB (Density Based) Clustering and Hierarchical 
clustering. These models are described in the following 
sections.

2.2.1 IE (Information Extraction)  
IE (Information Extraction)5 is that structured 
information is automatically extracted from unstructured 
/ semi structured documents. This is mostly done by 
Natural Language Processing (NLP).

2.2.2 IR (Information Retrieval)
IR (Information retrieval) is nothing but finding and 
extracting information in documents. The documents 
may be web documents contain text or image6. 

2.2.3 Summarization
Summarizing of text in a compressed form of its input, 
which specifies human Consumption. The document can 
be either individual or group of document7.

2.2.4 Classification
Classification is one of the supervised techniques. It is the 
task of searching a model that explains and prominent 
data classes or concepts. These models are derived 
from the analysis of trained data. The model is used to 
conjecture the objects class label that is unknown8.

Various classification techniques can be applied 
to categorize the text such as SVM (Support Vector 
Machine), K-NN (K-Nearest Neighbor), NN (Neural 
Network), Bayesian Method and DT (Decision Tree).

2.2.4.1 K-NN (K-Nearest Neighbor) 
K-NN (K-Nearest Neighbor) is a technique of correlation 
learning, which is comparing the training tuples with the 
given test tuple, which are similar to it9. 

2.2.4.2 DT (Decision Tree)
DT (Decision tree) is like a tree structure, in which test 
attributes as internal node, test out come as branch node 
and class cable as leaf node. Root node is the topmost 
node in the tree. Decision tree has been used in operations 
research to find the conditional probabilities10.

2.2.4.3 SVM (Support Vector Machine) 
SVM (A Support Vector Machine) converts the training 
data, where it finds a hyper plane using support vectors. 
The hyper plane splits the data by class.

2.2.4.4 NN (Neural Network) 
NN (Neural Network) is a huge number of individual 
neurons similar to processing nodes and a huge number 
of weights between these nodes10.

2.2.4.5 Bayesian Method 
In classification and probabilistic learning, Bayes theorem 
played an important role. Prior Knowledge and observed 
data is combined by the Probabilistic model. Naïve Bayes 
classification is one of the simplest Bayesian Algorithm. It 
has two phases they are learning phase and test phase11.

2.2.5 Clustering 
Clustering is the task of partitioning a dataset objects 
in to subsets. Every subset is called a cluster; the objects 
are similar to one another in one cluster and dissimilar 
in another cluster. Clustering Methods Are Partition 
Method, DB (Density Based) Clustering and Hierarchical 
clustering. These models are described in the following 
sections12.

2.2.5.1 Hierarchical Clustering 
This clustering is made by multiple levels. It can be 
categorized as either divisive or agglomerative, based on 
the decay is formed13. 

2.2.5.2 Partition Method 
In this method dataset objects are partitioned into several 
clusters, Formally, given set S, number of objects as N and 
number of clusters as M to form a partitioning algorithm 
classifies the objects into M partitions (M<=N), where 
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each partition denotes a cluster12. 

2.2.5.3 DB (Density Based) Clustering  
DB method is the process of partitioning a dataset objects 
into multiple or a hierarchy clusters. DB clustering can be 
stretched into subspace from full space clustering12. 

2.2.6 Topic Tracking
Topic tracking is used to track the user views, to find the 
changes in the IAI (Information Area of Interest) and 
regularly produces a summarized report of changes, this 
reveal the emerging topic in the particular information 
area14. 

2.2.7 Concept Linkage 
Concept linkage is a technique to find the corresponding 
documents which share the same concepts15. Concept 
linkage is mainly used to promote browsing.

2.2.8 Question Answering 
The question answering method is used to ask questions 
in World Wide Web and then it gets the related answer. 
This technique has allowed in many websites16.

3.  Related Works and Discussion

Microarray data were analysed by various classification 
method such as SVM, Decision tree, Bagging, Boosting 
and Random Forest. The data set obtained from Kent 
Ridge were comparatively analysed by 10-fold cross 
validation approach.   Among all classification methods 

random forest shows accuracy result17.
The early warning system of chronic disease was 

promoted by KNN and Linear Discriminate Analysis 
(LDA). The connection between the heart disease 
and hypertension were analysed and minimized the 
complication occurrences of the disease by constructing 
an early warning system18.

Patient those who are having chronic disease are 
classified by their actions, using universal hybrid decision 
tree. They extended their research work to get more 
accuracy by classifying various activities of patients19.

SVM classification method is used to classify many 
diseases. For diagnosing diseases, the combination of both 
SVM and K means clustering were applied to microarray 
data20.

ANN was used to examine chest diseases, comparative 
analysis also done for chest diseases that was conducted 
by probabilistic neural network, generalized regression 
and multilayer neural networks21. 

Bayesian method has an outstanding performance in 
diagnosis of psychiatric disease. The dataset of psychiatric 
patient was taken from Lugoj municipal hospital22. 

Genetic support vector machines (GSVM) was 
performed better analysis for heart valve diseases. GSVM 
classifies the ultrasound signal of heart valve and also 
extracts important features. In this work the automatic 
system examines heart valve diseases from 215 samples. 
After evaluation of samples the result was effectually find 
the Doppler heart sounds23. The comparison of different 
classification methods is shown in Table 1.

4.  Conclusion

The various text mining methods in biomedical field were 

Table 1.    Comparison of different classification methods
Author Algorithm Working Mode Advantages Limitations 
Hu et al17. Random Forest  i) Construct with many 

trees.   
ii) After each tree is built, 
all of the data are run down 
the tree.  
ii) Proximities are comput-
ed for each pair of cases.

i) It is unexcelled in 
accuracy among current 
algorithms. ii) It runs effi-
ciently on large databases. 
iii) It can handle thousands 
number of input variables 
without variable deletion

i) Random forests have 
been observed to over fit for 
some datasets with noisy 
Classification/ Regression 
tasks.  
ii) It is not reliable for 
categorical variables with 
different number of levels.

Jen et al18. K-Nearest Neighbor i) Find out the unidentified 
data point using the pre-
viously known data points 
(nearest neighbor). 

i) It is easy to implement.   
ii) Training is done in a 
faster manner. 

i) Testing is slow.  
ii) It requires a large storage 
area. iii) Sensitive to noise. 
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analysed in this survey. Their merits and limitations have 
been discussed. The purpose of the study is that how the 
classification methods are applied in biomedical field 
and to select a method which is suitable for diagnosing 
a particular disease. According to the performance the 
classification technique is well suitable for diagnosing 
diseases. Classification can be done on the basis of patient 
disease pattern to separate the patients into high risk or 
low risk. Classifying patients related information were 
diagnosed that leads to good result.
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