
Abstract
Background/Objectives: To develop ontology based relevance abstraction identification technique for efficient Abstract 
identification. Methods/Statistical Analysis: The abstract terms are extracted from software related documents such as 
software requirement specifications, compilation report, bug corpus report, library code documents, testing materials and 
so on. Abstract identification is the process of analysing and identifying the important key words that are present in the 
requirements document which is essential to understood requirements for better development process. Findings: The 
automated abstraction identification was proposed to extract abstract terms called relevance-based abstraction identifica-
tion (RAI). RAI-0 and RAI-1 two versions of abstraction identification were proposed. In RAI-1 significance score of term 
is calculated by assigning variable weights for terms based on the likelihood values where as RAI-0 assign equal weight 
for all terms. The main issues in RAI is used the lexical similarity which has to improved by using work Ontological based 
relevance Abstraction Identification (O-RAI) with consideration of conceptual meaning words. This work aims to retrieve 
the abstract terms by finding the conceptual meaning of every terms present in the requirements document. The O-RAI is 
implemented by constructing the domain ontology in the automated manner by using the methodology called the episode 
based ontology construction mechanism.An episode is a partially ordered collection of actions taking place together which 
is represented as directed acyclic graphs. In episode based ontology construction mechanism, concept attributes and re-
lation among attributes are extracted from episodes, the non-taxonomic relations among attribute also formed based on 
episodes. Improvements/Applications: The significant score of relevant terms from documents is calculated with con-
sidering the conceptual of terms which are occurred in the domain ontology. Thus semantic significant score is used to 
rank the relevance abstract terms.
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1.  Introduction
In recent years, the nature and complexity of software has 
been changed prominently. To understand about the soft-
ware engineering it is essential to inspect the quality of 
software that it builds differently from other things that 
human beings make. Software engineering is the division 
of organizations engineering concerned with the improve-
ment of huge and complex software intensive systems. It 
is mainly focused on the methodology and techniques 

needed to design and develop complex software systems. 
For project development there are several kinds of soft-
ware engineering methods available to complete it on 
time. These techniques are used to measure the quality of 
software, bugs and correction.

Software quality is such as correctness, robustness, 
extendibility, compatible, efficiency, portability, integrity 
and verifiability. The ability of software should be reus-
able and changes must be adaptable. Documentation 
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is a significant activity in software engineering1. 
Documentation progresses on the quality of a software 
product. It also plays an important role in software devel-
opment environment and system maintenance. Many 
factors contribute to the success of a software project; 
documentation included. Documentation is one kind of 
important component which is necessary to provide the 
information data about the systems. 

Various automated methodologies are implemented 
for improving the confidence level of the final delivered 
product which can lead to the successful delivery prod-
uct with high throughput, usability, marketability and 
ease of support. The worst documentation of the software 
programming may lead to the errors and causes in the 
software product development which need to be focused 
efficiently. Thus the efficiency of the software develop-
ment will be reduced considerably than the other software 
development methodologies. It is one of the life activity 
processes which need to continue till end of the product 
delivery. It is one kind of tool for making decisions and 
providing the useful computation scenario. The success-
ful documentation requires well and efficient key points 
for the software implementation in each and every of the 
development cycle. By creating the successful documen-
tation one can learn the new successful implementation 
points that can help for further software development 
phase. 

In Requirements Engineering (RE), the abstraction 
identification is involved and motivated to provide rich 
environmental information about the system domain. 
It performs better than the automatic term recog-
nition (ATR), because the ATR returns the human 
interpretation of terms. Hence to avoid the problems 
associated with employing expert human judgment 
Ricardo Gacitua, Pete Sawyer and Vincenzo Gervasi 
developed new method named as relevance-based 
abstraction identification (RAI). This method is efficient 
in providing usage compare than other methods and 
human judgment. It is enhanced as RAI-0 and RAI-1 to 
handle the component words (single and multiwords) 
effectively.

The main contribution of this work is to identify the 
abstract terms with the consideration of the conceptual 
meaning and the location of its presence. This is achieved 
by implementing the following steps:

Construct the domain ontology from the textual •	
documents

Assign the weight values for each word present in the •	
multi terms based on conceptual meaning learned 
from the domain ontology
Calculate the significance score and retrieve the top •	
ranked terms as abstract terms.

In this section various previous researches has been dis-
cussed in the detailed manner. These researches have 
been conducted in the area of information retrieval and 
efficiency. The main approach which is used to retrieve 
the contents is data smoothing methodologies2.The data 
smoothing approaches are classified in two ways. Those 
are local context analysis vs. global context analysis. By 
global context, we mean that concepts or related terms 
are extracted using a knowledge source or a whole col-
lection independently from the input text (document or 
query). By local context, related terms or concepts are 
extracted for a given text (document or query) using 
statistical properties of the sub-collection (top-ranked 
documents, k nearest concepts, etc.) related to the corre-
sponding text. Finally, we summarize some related works 
dealing with search context for enhancing document/
query representations using either a local context (e.g., a 
sub-collection, top-ranked documents) or global context 
(e.g., a whole collection, a single terminology or several 
terminologies)3.

Several Domain terminologies have been used by dif-
ferent groups of research in IR, For Example in Bio Medical 
Domain especially in the context of TREC Genomics4. 
The motivation of TREC Genomics was to support 
research and development in biomedical IR to drive new 
experimental research in the area of drug discovery for 
diseases. Since the commencement of TREC Genomics 
in 2003 several participants have tried to improve the 
performance of classical IR approaches by incorporating 
domain knowledge sources into a conceptual IR model5. 
Generally speaking, conceptual IR model can be viewed a 
context-sensitive model because conceptual information 
are extracted within a particular context, e.g., thesaurus, 
ontology, or related documents, etc. We review in what 
follows the most termino-ontological resources that have 
been widely used for indexing biomedical documents.

In order to close the semantic gap between the user’s 
query and documents in the collection, several research 
works have been focused on applying data smooth-
ing techniques such as document expansion and query 
expansion on the original document/query. Theoretically, 
such techniques allow enhancing the semantics of the 
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document/query by bringing the query closer to the 
relevant documents in the collection. The semantic infor-
mation can be detected in a global context (usually from 
a domain knowledge source or an entire collection) or a 
local context (usually from a sub collection of related top-
ranked documents)6.

Traceability links between software artifacts are rarely 
explicit and up-to-date7,8. Thus, they have to be identified 
and maintained during software development and mainte-
nance. Such a task is time-consuming and often is sacrificed 
under the time pressure of ongoing work9,10. The need to 
provide software engineers with methods and tools sup-
porting traceability recovery has been widely recognized in 
recent years. Promising results have been achieved by using 
IR methods for recovering traceability links between dif-
ferent types of artifacts. The idea behind such methods is 
that most of the requirements documentation is text based 
or contains textual descriptions, and that programmers use 
meaningful domain terms to define source code identifi-
ers11. Thus, IR-based methods recover traceability links on 
the basis of the similarity between the texts contained in the 
software artifacts. The conjecture is that artifacts having a 
high textual similarity likely share several concepts, so they 
are good candidates to be traced from one to another.

2. � Ontological based Relevance 
Abstraction Identification

Abstract identification is the process of analyzing and 
extracting the important key terms which is meant to indi-
cate the concept of the particular document. Abstract terms 
of particular documents play an important role in helping 
the software developer for an efficient software development 
in a specific period and without errors. Here, Identification 
of the software abstract terms becomes the most important 
issues which need to be addressed for the well defined soft-
ware development. In this research work, ontological based 
relevance abstraction identification is introduced which 
aims to extract the most conceptual based important terms 
and terminologies from the documents. The steps followed 
to implement an abstract identification are given as follows:

Construct the domain ontology based on conceptual •	
meaning of documents
Identify the multi terms based relevance•	
Assign the weight for each word in multi term with the •	
help of ontology and calculate the significant score of 
each terms 

Retrieve the abstract terms based on ranking of words•	

The above are the important steps which are followed 
to identify the abstract terms of the software. The above 
steps are discussed detailed in the following sections.

2.1 � Construct the Domain Ontology based 
on Conceptual Meaning of Documents

Domain ontology is a way of representation of documents 
in specific domain in terms of concepts of various terms 
present in the document and the interrelationship present 
between terms. Ontology plays a major role in the real 
world environment for identifying the semantic mean-
ing and learning the knowledge of particular documents. 
With the help of ontology, anyone can find the important 
key words that are present in the documents that can rep-
resent the meaning of the entire document. This is enabled 
by analyzing the interrelation between the different terms 
that are present in the document. 

In this research work, automatic construction of the 
domain ontology from the requirements documents is 
done. Domain ontology consists of four layers to repre-
sent the relationship between the different terms present 
in the document. Those layers of domain ontology are 
namely

→	Domain layer
→	Category layer
→	Class layer
→	Instance layer

Each layer presents the documents conceptual meaning. 
Domain layer is used to represent the domain name of the 
documents; category layer represents the various catego-
ries that can present under the corresponding domain. 
Class layer is used to represent the various attributes, 
operations and their flow in each category. Instance layer 
also represent the various concepts and their attributes 
along with their operation. In this work domain ontology 
is constructed by using the methodology called the epi-
sode based ontology construction12 mechanism. The steps 
followed to construct the domain ontology are given as 
follows:

→	 Find the most repeated terms using tf-idf term recog-
nition method

→	 Cluster the terms which are similar in their concepts
→	 Perform episode extraction
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→	 Construct ontology by defining the attribute operation 
rules 

The above steps are followed to effectively construct the 
domain ontology. 

The domain ontology lead to an finding the most 
important words present in the multi terms in the effec-
tive manner through which weight assignment can be 
done efficiently. Thus the significant score calculation 
would provide an accurate result and the ranking can be 
done in the better way. 

The pseudo code for automated ontology construc-
tion for the given documents is given as follows:

Algorithm 1: Episode based Ontology Construction

Input: Input documents
Output: Domain Ontology

1. �Pre-process the documents. (Removal the stop words 
which present in the document)

2. �Apply stemming (extracting root words from the docu-
ment’s terms)

3. �Apply tf-idf to find the most frequently repeated terms 
present in the document

3.a. Find the tf score

tf (t, d) = 0.5+0.5.

3.b. Find idf score

3.c. Find tf-idf score

tf-idf = tf ∗ idf

(Select the term which have high tf-idf score, and omit-
ting the terms which have closed to zero values)
4. Cluster the terms based on their conceptual similarity
5. Extract episodes from the cluster of terms 
6. Represent each terms as like follows:

(term, POS, index)
7. Map the terms to the concept clustering
8. �Tag the concept name for each terms based on 

similarity
9. �Append corresponding attributes and operation with 

the corresponding terms
10. Repeat for all terms
11. Return final domain ontology

2.2(i) � Identify the Multi Terms based on 
Relevancy

First the important key terms will be extracted from the 
documents based on the relevance from the corpus data-
base. The relevance is calculated by identifying the most 
repeated terms present in the documents. In each and every 
terms of the documents are ranked based on the relevance 
score. The relevance score is calculated by identifying the 
frequency of occurrence of that particular term13. 

Then the log likelihood value is calculated for each and 
every term which is having highest ranking in order to iden-
tify the most important abstract terms14. The log likelihood 
is defined as possibility of term being a most important. It is 
calculated by identifying the corresponding terms presence 
in the well defined corpus. The frequency of occurrence 
of that particular term in the corpus is compared with the 
actual occurrence in the given document. The ratios of those 
values are called as log likelihood. Finally the term with 
most log likelihood is selected as the important abstract in 
terms of document meaning representation. 

The log likelihood is calculated as like follows:10

	
� (1)

Where
wd Number of time presence of word w in source 

document
wcNumber of time presence of word w in corpus 

document
Ed Expected value of word in source document
Ec Expected value of word in corpus
After calculating the log likelihood values of these 

terms, terms will be ranked based on them. The higher LL 
value of the word is said to be term with most confident 
value. Remaining words are considered as the terms that 
are not related to document meaning. After extraction of 
the abstract terms from the documents then the concep-
tual meaning of them are analyzed in order to make that 
the extracted words defined the conceptual meaning of 
the document accurately.

This is done by introducing the ontological based 
term representation15 in which conceptual meaning will 
indicated along with the terms that are extracted which is 
explained detailed in the following section.

(ii)  Calculate Significant Score
In single term representation, relevance score alone is 
enough to find the most important terms of documents. 
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However in case of presence of multi terms such as, 
“This is tajmahal” finding relevance score might lead 
to accuracy degradation. Each word of multi terms 
needs to given important for correctly predicting the 
important terms. Thus the significance score is intro-
duced which will add the relevance score each word in 
the terms to predict the final result. The signification 
score for a term t = {w1, w2,.., wn} is calculated using 
the formula:

	 � (2)

The above equation doesn’t give prioritization for the 
words present in the terms. This equation gives same pri-
ority for all words in the term. For example, in the terms, 
“This is tajmahal”, tajmahal is the most important key 
word than the other key words. Thus tajmahal need to be 
given more preference than the other key words. Thus it 
can be enabled by assigning weight values for each word 
present in the multi word term. The weighted significant 
score calculation is done as like follows:

	 � (3)

The weight ki is assigned by comparing the words 
with the domain ontology. The words that represent the 
concept of particular domain are given more importance 
than the other words which is differentiated by giving 
more weight value than other words.

After assigning weight values for each word in the 
terms, significant score would be calculated which will be 
appended with the corresponding terms.

2.3 � Retrieve the Abstract terms based on 
Ranking of Words

The terms would be sorted in the descending order 
based on significant score value that are obtained. Based 
on this order, the terms would be ranked. The highly 
ranked terms would be considered as the abstract 
terms16. 

These abstract terms are then documented alone for 
further use to the one who will develop the well efficient 
software without any errors. These abstract terms are used 
to lead the developers while developing the software by 
reducing the burden of users. After implementation of 
this work, experimental evaluations were conducted with 
various source documents as input. The results and dis-
cussion that has been done are discussed in the detailed 
manner in the proceeding sections. 

ALGORITHM: Ontological Based Relevance Abstraction 
Identification (O-RAI) 

Input: a requirements document, Domain Ontology 
document (Section 2.1)
Output: Ontological Based Relevant Abstract Terms

1. Annotate words of documents using POS.
2. Pre-process the documents to filter stop words.
3. Perform stemming on pre-processed documents.
4. Calculate Log Likelihood using equation. (1) 

5. Find the multi word terms by using syntactic patterns.
6. Find the weight values of the document with the help 
of ontology koi for taking each word wi and in multi word 
terms (sentence)Tj, to compare the concept with Domain 
Ontology.
koi(wi, Tj) = Score [(Position of Word wi, in ontology) / 
Total Count of Concepts in Ontology]

k score
position of word in Onto y

Total Count of Conceptoi =
[( log ))

(( ss inOnto ylog )]

[Here, score (p(w ,o), (w € c)) represents the position 
of word in Ontology and the word belongs to the concept, 
and |(c,o)| represents the total count (absolute value) of 
concepts in Ontology] 
7. Calculate the modified Ontological based significance 
score using equation. (3)

8. Sort the terms based on significant score.
9. Return Ontological relevant abstract terms.

3.  Experimental Results
The experimental tests were conducted in terms of various 
documentation which consists of different types of terms 
each denotes different meaning. The experimental tests 
that were conducted for both existing methodology 
(Relevance based abstraction identification (RAI-1)) and 
proposed approach ontology based relevance abstraction 
identification (O-RAI). The comparison is made in terms 
of the performance metrics called the precision accuracy 
and recall which are explained detailed in the following 
sub sections.
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The Log Likelihood ( ) is needed to be calculated 
using equation (1). For example, a word in document 
(hadoop) is considered. , , , 

, then the  is

In total there are 100 terms in the corpus. The abstract 
terms that are extracted while executing the input source 
documents are depicted in the figure 1. In this figure, the 
abstract terms that are retrieved, type of terms and lemma 
values are shown.

The experimental test values that are obtained are 
depicted in table 1. 

3.1  Precision
Precision is defined as the Percentage of correct predicted 
results from the set of input terms. The precision value 
should be more in the proposed methodology than the 
existing approach for the better system performance. 

Precision is calculated by using following equation

There are 100 domain terms in the corpus. In RAI-1, 
the 10 terms namely hadoop, current, stable, version, 
basics, apache, implementation, mapreduce, website, 
introduces are considered. When matching, 9 terms 
namely hadoop, current, stable, version, basics, apache, 
implementation, mapreduce, website are matched. Hence 
the precision value is

Similarly in O-RAI, the 10 terms are hadoop, mapre-
duce, website, apache, implementation, current, stable, 
version, previous, documentation. When matching, all 
the 10 terms are matched. Hence the precision value is

The graphical representation is given in the following 
figure 2.

Figure 1.  Retrieved Abstract terms with its lemma.

Table 1.  Experimental Result Values

Number 
of Terms

Precision Recall F-Measure

RAI-1 O-RAI RAI-1 O-RAI RAI-1 O-RAI

10 0.9 1.0 0.09 0.1 0.1636 0.1818

20 0.75 0.85 0.15 0.17 0.2499 0.2833

30 0.7 0.8 0.21 0.24 0.3230 0.3692

40 0.725 0.775 0.29 0.31 0.4142 0.448

50 0.62 0.74 0.31 0.37 0.4133 0.4933

Figure 2.  Precision Comparison.

From the above graph it can be proved that the 
proposed methodology provides better result than the 
existing approach by selecting correct abstract terms. In 
this figure x axis plots the number of terms and y axis 
plots the precision value. Proposed approach improves 



J. Yesudoss and A. V. Ramani

Indian Journal of Science and Technology 7Vol 9 (32) | August 2016 | www.indjst.org

62% more than the existing approach in terms of accurate 
selection of the abstract terms.

3.2 Recall
The recall or true positive rate (TP) is the proportion of 
positive cases that were correctly identified, as calculated 
using the equation:

As 9 terms namely hadoop, current, stable, version, 
basics, apache, implementation, MapReduce, website are 
matched in RAI-1, the recall value when number of terms 
is 10

Similarly, as 10 terms are matched in O-RAI, the recall 
value is

The graphical representation of recall value is plotted 
in the following figure 3.

In RAI-1 when there are 10 terms, 9 terms are matched, 
the f-measure value is

Similarly in O-RAI, 10 terms are matched,

The graphical representation of F-Measure value is 
given in figure 4.

Figure 3.  Recall Comparison.

Figure 4.  F-Measure Comparison.

Figure 5.  Ontology Abstraction Terms.

From the above graph it can be proved that the pro-
posed methodology provides better result than the 
existing. In this figure x axis plots the number of terms and 
y axis plots the recall value. Proposed approach improves 
54% more than the existing approach in terms of accurate 
selection of the abstract terms.

3.3  F-Measure
The F-Measure computes some average of the informa-
tion retrieval precision and recall metrics 

From the above graph it can be proved that the 
proposed methodology provides better result than the 
existing. In this figure x axis plots the number of terms 
and y axis plots the F-Measure value. Proposed approach 
improves 54% more than the existing approach in terms 
of accurate selection of the abstract terms.

The abstract terms retrieved are listed as follows figure 5.
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4.  Conclusion
Abstraction identification is the important role in 
developing the groundwork steps of software develop-
ment to the software developer in order to understanding 
the concept of requirements. In this work, abstract iden-
tification is done with the consideration of the conceptual 
meaning and context sensitive behavior by using Ontology 
based relevance abstraction term recognition with which 
abstract terms are extracted efficiently. The conceptual 
meaning representation is achieved by representing the 
document in the ontological format. Then the significant 
score calculations are performed by the help ontology con-
struction in the accurate manner, which leads to effective 
retrieval of abstract terms for a requirements document. 
The experimental tests have been conducted and proved 
that this proposed approach can provide a better result 
than the existing approach in terms of improved accuracy, 
precision, recall and F-Measure. Further this research can 
be utilized with many other methods for the smooth term 
recognition and in other software areas.
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