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1.  Introduction

Electricity has become an in-built and essential 
component in our day-to-day life. There are many survey 
reports which evident the rapid growth of electricity 
demand for the recent years. In general, most of the people 
are being unaware about their electricity consumption in 
their daily usage. The dynamic nature of the consumers 
has added peaks in the aggregated electricity demand 
and further causes frequent fluctuations in the total 
electricity load submitted to the power companies. From 
the point of utilities, they need to spend more investment 
to satisfy the electricity peak demand. It can also lead 
to frequent cascading mechanical failures occurring in 
the older and centralized electricity grid system. Since, 
the early centralized electricity network was not able 
to find a successful solution for this problem, there is 
a need to move towards Smart grid. Smart grid utilizes 
electricity in bi-directional approach between the user 

and grid. Smart Grid1–3 has replaced the conventional 
power grid using features such as sensors, smart meters, 
invertors, distribution box, online portal, communication 
techniques and other control mechanisms to manage 
power grid resources effectively for providing better 
reliability, efficiency and sustainability. Since, the smart 
grid incorporates a huge number of elements, it suffers 
from integrity and reliability issues. The reliability of 
the Smart grid can be enhanced by handling the energy 
management successfully. Attaining a perfect balance 
between the electricity demand and supply is one such 
an inevitable reliability challenge for the smart grid. 
The Demand Side Management (DSM) is an important 
concept for solving this issue. The main goal of DSM 
is to support users to consume power according to the 
power generation pattern as far as possible. Thus, the 
reliability of Smart grid can be enhanced through the 
efficient energy management at residential consumers. 
So far, many works are attempted to schedule appliances 
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with task deadlines as soft constraints. But, this work 
has focused on the scheduling of shiftable appliances in 
smart home with the task deadlines as hard constraints 
and made of use of the two multi-objective evolutionary 
algorithms. Both of the algorithms had manipulated 
the solutions in the decision variable space, rather than 
the objective space of the problem. In this context, this 
paper concentrates on the residential energy management 
problem in smart grid.

2.  Related Works

The Residential Energy Management problem 
concentrates on either the costumer side or the utility 
side. Only few works had focused on both the conflicting 
objectives from the consumer and utility provider point 
of view. The related works reviewed the residential energy 
management problem with various objectives under 
different constraints and scenario as follows.

The demand response program was implemented4 to 
improve customer satisfaction and try to maintain total 
load under specific threshold values. Further, it uses the 
predefined priorities for the controllable appliances. The 
price-based home energy management for scheduling 
the operation of household appliances was focused5. The 
priority among the home appliances for scheduling was 
introduced through the use of value of lost load. The 
binary particle swarm optimization was proposed6 for 
scheduling complex interruptible load with the objective 
for hourly load curtailment. Architecture for home 
energy management system and also a framework for 
load scheduling in smart home with the help of genetic 
algorithm were presented7 for scheduling the household 
appliances. An appliance commitment algorithm was 
utilized8 to minimize end user cost and maximize 
comfort based on electricity consumption forecast. 
The proposed algorithm schedules household loads 
which is thermostatically controlled. The €-approximate 
evolutionary algorithm was developed9 and applied to 
solve the multi objective energy optimization problem 
with the objective to reduce the total energy generation 
cost and to maximizes the utility function. A multi 
objective genetic algorithm is proposed10 for demand side 
management which had the objectives to minimize both 
the electricity cost and to minimize the deviation of actual 
demand curve from target demand curve. The particle 
swarm optimization algorithm was used to handle unit 

commitment along with uncertainties of renewable 
energy resources and plug-in gridable vehicles11. Efficient 
management of energy consumption within multiple smart 
homes in microgrid was concentrated12. The distributed 
demand response framework for scheduling appliances of 
multiple users is proposed13. The work had concentrated 
to reduce electricity cost for the consumers using a greedy 
iterative approach where each consumer was aware 
about the electricity price information which in turn 
depends upon the aggregated load of other consumers. 
A distributed demand-side power management system 
is proposed to reduce total energy demand, peak-to-
average ratio and electricity cost of individual users using 
game theory concept in smart grid environment14. An 
adaptive scheduling approach was introduced15 to lower 
the generation cost and the peak demand. The work 
concentrated on the energy consumption scheduling 
in a local area network with uncertainty in the demand 
neighbor microgrid. An energy management system 
with a fuzzy logic controller was proposed to minimize 
the operating cost and emission level of microgrid16. The 
hybrid method of two evolutionary algorithms combined 
with dynamic programming was proposed to solve the 
security constrained unit commitment problem17. A 
sample microgrid along with smart energy planning was 
designed and discussed with the objective to improve 
energy utilization of the microgrid18.

The rest of the paper is organized as follows. In section 
3, the problem description is given in detail. In Section 
4, the Non-dominated Manhattan distance based Multi-
objective Genetic algorithm and Discrete Multi-objective 
Particle swarm optimization algorithm are experimented 
for solving the problem. The numerical simulations are 
presented in Section 5. Finally, the paper is concluded in 
Section 6.With this in mind, this paper has focused on 
solving the residential load scheduling problem.

3.  Problem Description

This section deals with the residential load scheduling 
problem along with the objectives and constraints in 
detail.

3.1 Residential Load Model
The objective of this paper is to generate a schedule which 
reduces both the electricity cost and Peak-To-Average 
ratio for a smart home. The residential appliances in a 



A. Ranjini and B. S. E. Zoraida

Vol 9 (45) | December 2016 | www.indjst.org Indian Journal of Science and Technology 3

smart home can be categorized into different types. In 
this paper, the appliances are grouped into three types 
namely, base load, shiftable load and non-shiftable load. 
The base load refers to the appliances that to be operated 
continuously throughout the day. The non-shiftable loads 
are the appliances which must be turned ON immediately 
when it is needed and it cannot change its working time 
period. The shiftable loads are the appliances that can 
complete its task within the preferred time interval. 
Further, the shiftable load can be divided into two type’s 
namely interruptible and non-interruptible load. The 
interruptible load refers the appliances which can be 
given discrete time intervals to complete its working 
cycle. The non-interruptible loads are the appliances 
which are turned ON exactly once to complete its job. In 
this paper, the shiftable load is only concentrated for the 
reason that they only induce the possibility of shifting the 
user electricity demand.

The set of shiftable appliances in the smart home 
considered in this paper is denoted as A and the number 
of items in A is N.The power consumption values of all 
appliances are stored in the matrix P where row stands 
for each appliance and each column stands for each slot. 
In general, an electrical appliance can be operated in 
different number of operating modes and the amount of 
its power consumption can also vary in each mode. But, 
in this work for ease of implementation, it is assumed that 
all the appliances are operated in only one mode and so 
that each appliance consume constant amount of power. 
The work can also be easily extended to situation, where 
various number of operating modes for each appliance is 
allowed. 

The term ‘scheduling time window’ denotes the 
time period for which appliances are to be scheduled to 
work and it is denoted as T. While scheduling, the entire 
scheduling horizon is splitted into number of pieces called 
‘Time slots’. The total number of time slots in the entire 
scheduling horizon is denoted as t. The length of time 
taken as a time slot is denoted tlen and size of scheduling 
horizon is determined either by the user or utility. In this 
study it taken as 15 minutes. 

The matrix S contains the schedule for the entire 
shiftable appliances. This matrix is a binary matrix where 
each column is meant for each appliance and each row 
represents the schedule for each time slot. Each element 
s(ij) in the matrix S can have values as either 0 or1 which 
represents the ON or OFF of the appliance j at time slot i 

respectively. This is enforced through the eq.1.

      (1)
The number of time slots needed by each appliance 

must be either equal to or greater than the required time 
period to finish its task. The required number of time slots 
for each appliance is given through the matrix TSLOT 
which enforced through the eq.2. Each element in the 
matrix TSLOT is represented by tslot(j).

   (2)

Each shiftable appliance may need different time 
interval to complete its task which is known as deadline. 
If there is no deadline for an appliance, then the entire 
scheduling horizon is taken as the deadline. These 
deadlines are usually given by the user. The matrix DL 
stores the deadline of each appliance dl(ij), where j denotes 
the index of the appliance. If i=1 then, dl(ij) denotes the 
starting time of the deadline and if i=2 then, dl(ij) denotes 
the finishing time of the deadline. The deadline is treated 
as a constraint which is ensured in the eq.3.

      (3)
The matrix SL is a column vector that contains total 

load of shiftable appliances for each time slot t which can 
be computed by matrix multiplication of S and P.

3.2 Electricity Cost Model
Among the various energy cost model available, this 
paper makes use of the Inclining Block Rate (IBR) model. 
In this paper, it is assumed that the price of electricity 
changes over every hour which is given by the matrix TR. 
This can be expressed as follows,

      (4)

tri=(ph (lh)) iff  l≤i≤m where l=(((h-1 )*60/tlen)+1), 
m=((h*60)/tlen)), ∀ h=(1,2,…T)        (5)

    (6)

The term ph stands for price of electricity at hour h and 
tri stands for price of electricity at time slot i.
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3.2 Optimization Problem
With the given electricity price and residential demand 
information, the objective of this paper is to generate 
a binary schedule matrix for scheduling the shiftable 
appliances. Thus, the residential load scheduling problem 
can be stated as follows.

   (7)
   (8)

subject to, Eq.1,2,3,4,5 and 6.

4.  Methodology

This section describes in detail about the two different 
multi-objective meta heuristic algorithms for solving the 
residential load scheduling problem.

4.1  Constrained Multiobjective 
Optimization Problem

In the real world, most of the optimization problems 
involve multiple objectives rather than single objective. 
When the problem to be solved as a multi-objective one, 
then the solution for the problem is also a collection of 
solution points which shows the best trade-off among the 
various objectives of the problem19,20. This solution set is 
termed as ‘Pareto Optimal Set’. By using the population 
based meta heuristic algorithms, the pareto optimal 
set for the problem can be easily found in a single run 
and hence they attracted by the research community 
for problem solving. Generally, there are two different 
strategies for solving the multi-objective optimization 
problem. The first method uses a weight sum approach 
for scalarzing multiple objectives and make it as a single 
objective problem before solving the problem. But, the 
solutions found by this method are very sensitive with 
respect to the weight vector. The second method did not 
require any prior knowledge about the problem and it 
tries to find all the best possible trade-off solutions. This 
paper handles the residential load scheduling problem 
as a multi-objective problem and tried to find the pareto 
solution set. 

4.2 Working Principle of Genetic Algorithm 
Genetic algorithm is a population based meta-heuristic 

algorithm which was developed by the inspiration of 
human biological evolution and natural selection. The 
genetic algorithm comprises mainly of three operators 
namely, selection, crossover and mutation. The pseudo 
code of the simple genetic algorithm is shown as in Figure 
1.

Figure 1.    Pseudo of simple genetic algorithm.

4.3 The MNMGA Algorithm
A simple genetic algorithm can be extended for solving 
the multi-objective problem with the modification in the 
fitness assignment step and selection operator. The idea 
behind the MNMGA Algorithm is to manipulate the 
solutions in the decision variable space, rather than on 
the objective vector space. In order to assign the fitness 
to the solutions in the same pareto front, the MNMGA 
algorithm uses the Manhattan Distance as a metric. The 
Manhattan distance between the chromosomes provide 
the insight about the diversity of solutions in search space 
and hence helps to improve the exploration process of 
the algorithm. Each chromosome to the residential load 
scheduling problem corresponds to a binary matrix which 
represents the ON/OFF state of each appliance in each 
timeslot. The MNMGA algorithm is depicted in detail in 
the Figure 2.

4.4  Overview of Particle Swarm 
Optimization

Particle Swarm Optimization (PSO) technique is one 
among the swarm intelligence techniques for solving the 
optimization problems in various fields. It is well suited 
for solving continuous and non-convex optimization 
problems. Its working procedure is based on the group 
behavior of birds and/or animals. As in other heuristic 
techniques, PSO algorithm also has to deal with premature 
convergence problem. 

Each candidate solution for the optimization problem 
is treated as a particle for the algorithm. The search space 
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can be thought of as an n-dimensional space where each 
dimension represents the particular objective of the 
problem. By traversing through the solution space, the 
set of particles try to reach the optimum region in the 
solution space. The navigation of particles is guided by 
the movement of other particles in the swarm and also 
its own history of movements. As the recombination 
operators in genetic algorithm, the movement of a 
particle is acquired by updating the velocity and position 
of a particle. The communication between the particles 
enables the information sharing among them. Each 
particle is assumed to have some memory to store 
information regarding the movement of particles in their 
neighborhood. 

4.5 The WDNMPSO Algorithm
In the DNMPSO algorithm, each particle represents a 

schedule for the residential load scheduling problem. 
Since the scheduling problem is a discrete optimization 
problem, the DNMPSO algorithm is well suited for 
solving it. In the DNMPSO algorithm, there is a separate 
external local pareto set is maintained for each particle 
and a global pareto set is maintained for each the entire 
swarm. Using the DNMPSO algorithm, the velocity for a 
particle at the tthtime can be given by the following eq. 10.

      (10)
Here, wt denotes the inertia factor which defines the 

amount of velocity taken from the previous velocity. The 
variables c1,c2 refers to the socio and cognitive factors 
which usually takes the value as 2. The velocity vector is 
restricted to have values between the range [Vmin, Vmax]. 
Figure 3 shows the framework of DNMPSO algorithm. 

Figure 2.    Flowchart of MNMGA algorithm.
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Figure 3.    Framework of DNMPSO algorithm.

5.  Results and Discussion

In this section, the simulation results are presented and 
the performance of both the MNMGA algorithm and 
DNMPSO are evaluated and compared. A smart home 
with 20 appliances is taken for the experimental study. 
The simulations are carried with the following algorithm 
parameters.
•	 No of Appliances = 20
•	 Population or Swarm size = 50
•	 Number of Iterations =100
•	 Crossover Probability = 0.7
•	 Mutation Probability = 0.01
•	 C1=c2=2
•	 W=0.6

The simulation was carried out several times for each 
of the two algorithms. Out of the several run, the result of 
the best execution trial is taken in account for analyzing 
the algorithms’ performance. 

The appliance information and the electricity 
price information are analyzed from various related  
works18, 21–23. Figure 4 shows the sample electricity price 
information taken this paper for execution.

Figure 4.    Electricity cost model.

Figure 5 shows the scheduled shiftable electricity load 
sample of a smart home.

Figure 5.    Electricity load scheduling.

From the figures (Figures 6 and 7), it is clear that the 
DNMPSO algorithm provide faster convergence for the 
minimization of both two objectives of the problem.

Figure 6.    Fitness evaluation history for cost minimization 
objective.

Figure 7.    Fitness evaluation history for PAR minimization 
objective.
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Figure 8 shows the final pareto front obtain by 
both the algorithms. It clearly shows that the MNMGA 
algorithm provide better exploration and diversity over 
DNMPSO algorithm. The exploration can be investigated 
in terms of the number of solutions in the pareto set. The 
diversity among the solutions can be measured through 
the distance between adjacent points in the pareto front.

Figure 8.    Framework of DNMPSO algorithm.

6.  Conclusion and Future Work 

In this paper, the residential load scheduling problem is 
formulated as a constrained multi-objective optimization 
problem. To solve the problem, two heuristic techniques 
are developed namely MNMGA algorithm and 
DNMPSO algorithm. Numerical simulations for both 
algorithms have been conducted in order to evaluate 
their performance. Both the algorithms produce a set of 
Pareto-optimal solutions. The two developed algorithms 
have generated solutions within the feasible region of the 
search space.From the results, it can be demonstrated that 
the DNMPSO algorithm provides better exploration than 
the MNMGA algorithm. However, there have been always 
the tradeoff between the electricity cost minimization and 
PAR value reduction. The work presented in this paper 
can be extended to schedule the residential load with the 
help of various renewable energy resources and storage.
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