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1.  Introduction 

Mobile Ad Hoc Networks (MANETs) consist of a 
collection of mobile nodes which can move in any 
direction with variable speed. Communication among 
the mobile nodes in a MANET takes place in a multi-hop 
manner. MANET poses multiple challenges during the 
design of routing protocol as each mobile node has to act 
as a host as well as a router; it is prone to failure due to 
limited energy; due to frequent channel contention and 
congestion in the network; it works with limited resources 
like bandwidth, memory and processing power. Design 
of efficient routing protocol is required to overcome the 
challenges of MANETs. A number of protocols have been 
proposed in literature like Ad hoc On Demand Distance 
Vector (AODV)2, Dynamic Source Routing (DSR)3, 
Probabilistic Counter-Based Route Discovery for Mobile 
Ad Hoc Networks (PCBRD)4, Load-balancing in MANET 
shortest-path routing protocols (LBR)5, Congestion 

Adaptive Routing in Mobile Ad Hoc Networks (CRP)6, 
Neighbor Coverage-Based Probabilistic Rebroadcast 
(NCPR)7,12,31 to address the above routing challenges of 
MANETS. Broadcasting is used in most of the reactive 
routing protocols like AODV2, LBR5, CRP6, NCPR7 to 
discover the route in the network8-10. Uncontrolled RREQ 
broadcasting could result in a Broadcast Storm problem 
or Route Request Storm problem8. To address the 
broadcast storm problem various routing protocols have 
been proposed in literature4-7. Existing MANET routing 
protocol design focuses on node parameters like queue 
length, routing table size and energy available4-7. However, 
adaptations in the routing protocol based on these 
parameters are not sufficient to improve the performance 
of the network in challenging conditions such as highly 
dense networks with high mobility. Thus, we proposed 
Load equilibrium Neighbor Coverage Routing (LUNAR)1 
protocol in which we combine the advantages of neighbor 
coverage knowledge and one of the load balancing 
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techniques. In LUNAR, due to proper decision making 
system at the intermediate nodes, rebroadcasting decision 
of RREQ packets are taken appropriately with fewer 
calculations. Our simulation results show that LUNAR 
significantly decreases the retransmission of RREQ 
packets and thus reduce the overall routing overhead of 
the network. 

2.  �Load eqUilibrium Neighbor 
Aware Routing (LUNAR) 

We discuss here Load eqUilibrium Neighbor Aware 
Routing (LUNAR) through algorithm, flow-chart and 
working example. Our analysis of existing protocols 
shows that most of the reactive routing protocols make 
use of a single Node State Measure (NSM) (energy level, 
available queue length, neighbor information, routing 
table size or speed of the node, etc) during route discovery 
process. However, measuring a single NSM may not 
correctly reflect the status of the node and the network 
with respect to route stability. Thus, use of single NSM, 
during route discovery, could lead to sub-optimal routes 
and thus repeated route discovery overheads. Our analysis 
of existing protocols shows that LBR5 does not address the 
broadcast storm problem. NCPR7 does not address load 
balancing problems. Based on the above observations, we 
proposed routing protocol Load eqUilibrium Neighbor 
Aware Routing (LUNAR)1, which incorporates and 
enhances the useful features of AODV, LBR and NCPR. 
LUNAR is a new mechanism which combines the 
advantages of load balancing5 and uncovered neighbors 
(UCN) set knowledge7 Basic purpose of this mechanism 
is to improve the network performance by minimizing 
routing overhead and end-to-end delay. The outline of the 
route discovery using LUNAR is as follows: 

(a) Source node initiates route discovery for a 
destination node by generating RREQ packet with a 
new sequence number, if no route is available. (b) Each 
node identifies its neighbor nodes using exchange of 
Hello packets to update the Neighbor Set Table (NST) 
(similar to the concept in AODV2). (c) Initially, the source 
node computes its own Active Path Count (APC) using 
a single NSM i.e. size of routing table and creates the 
Uncovered Neighbor (UCN) Set using NST. It updates 
the RREQ packet with Cumulative Active Path Count 
(CAPC) and Neighbor Set (NS) information. CAPC value 

is same as that of APC for the source node. The source 
node broadcasts the modified RREQ packet to its one 
hop neighbors. (d) Upon receiving RREQ packets from 
neighbor nodes, each node using a single NSM computes 
its own APC. Cumulative Active Path Count (CAPC), 
for each path, is computed by a node using its own APC 
and CAPC information received in RREQ packets from 
its neighbor nodes (with same sequence number). Node 
accepts the RREQ packet from its neighbor nodes till the 
acceptance timer (Acceptance_timer) expires. 

(e) Each node adjusts the UCN, using its own NST 
and neighbor information received through RREQ 
packets. If its UCN set is null then all the received RREQ 
packets with the same sequence number will be discarded 
else the RREQ packet having the least value of CAPC is 
rebroadcasted. (g) At the destination node, on receipt of 
RREQ packets through different paths, the destination 
finally selects the path with the least value of CAPC and 
sends a Route Reply (RREP) packet through the reverse 
path up to source node. 

2.1 Working of LUNAR
Whenever a source node has data for any destination 
node, it checks its routing table to see whether a route is 
available for the destination. If the source node does not 
find a route then it initiates the route discovery process 
by creating a Route Request (RREQ) packet with a new 
sequence number. The source node inserts its own Active 
Path Count (APC) information along with its neighbour 
information in the RREQ packet. Active Path Count 
(APC) information is the number of active routes that 
are supported by the node at the time of RREQ packet 
creation. APC is obtained from the routing table size. 
The route discovery process of LUNAR comprises three 
algorithms. The algorithms are presented below along 
with the flow charts. The algorithms (section 2.4) explain 
the activities carried out by a source node, intermediate 
nodes and a destination node for route discovery. 
Notations used in the algorithms are as follows: 

s - Source node
d - Destination node
ni, nj , nk - Intermediate nodes
RREQ - Route Request Packet
RREP - Route Reply Packet
UCN(ni) - Uncovered Neighbor Set of a node ni

APC (ni) - Active Path Count (routing table size of a  
       node ni)
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CAPC (ni) - Cumulative Active Path Count computed  
       at node ni

NS(ni) - Neighbor Set Table of ni

RTS- Routing Table size 
OSN – set of old sequence numbers of RREQ packets  

       accepted and processed at a node 
Acceptance_timer - Acceptance timer is uniformly 
set for all the nodes. Acceptance-timer starts when 
the first RREQ packet with a new sequence number 
arrives from a neighbor node. Unlike AODV, before 
Acceptance_timer expires, RREQ packets with the 
same sequence number (duplicate RREQ packets) 
are accepted which come from different routes 
(neighbor nodes). In LUNAR, every node keeps 
track of the RREQ sequence number and only after 
the Acceptance_timer expires the sequence number 
becomes old.

2.2 LUNAR RREQ Packet Format
We have modified RREQ packet of AODV by adding 
the information about CAPC and neighbor information. 
Other packet formats (Hello, RREP, RERR, etc) are same 
as that of AODV1. Figure 1 shows the RREQ packet 
format of LUNAR along with details of the field. We have 
modified the RREQ packet format of AODV and retained 
all the fields as is and following additional fields have been 
added - Number of Neighbor N, CAPC, Neighbor i IP 
Address: IP address of neighbor node i (where i = 1, 2,…, 
N). We have made a provision of 2 bytes each for the fields 

Number of Neighbor N and CAPC. Further, Neighbor i 
IP Address takes 4 bytes for each neighbor i. Thus, the 
minimum size of the RREQ packet is 32 bytes and the 
maximum size depends on the number of neighbor 
nodes. As compared to AODV, more stable routes would 
be discovered by LUNAR which compensates for the 
increase in initial routing overhead.

2.3 �LUNAR Route Discovery Process: Call 
Flow

Figure 2.    LUNAR Route Discovery Process: Call Flow 
(Schematic – each node has a copy of all procedures).

2.4 �Algorithm for Route Discovery Process 
of LUNAR

Byte 0 Byte 1 Byte 2 Byte 3
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7

Type J R G D U Reserved Hop Count
RREQ ID

Destination IP Address
Destination Sequence Number

Originator IP Address
Originator Sequence Number

Number of Neighbor N (NS) CAPC
Neighbor 1 IP Address
Neighbor 2 IP Address

----------
----------

Neighbor N IP Address

Figure 1.    Route Request (RREQ) Message Format.
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Figure 3.    Algorithm for Route Request Generation at source node s.

Figure 4.    Flow-chart for Route Request Generation at `source node s.

Algorithm II and Flow chart: Route Request Packet 
Rebroadcasting
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Figure 5.    Algorithm for route request rebroadcasting at intermediate node ni.

Figure 6.    Flow-chart for route request rebroadcasting at intermediate node ni.
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Explanation of CAPC Computations
If UCN set is not NULL then each intermediate node 
ni calculates Cumulative Active Path Count (CAPC(nj)) 
as the arithmetic average of CAPC (CAPC(nj)) received 
with RREQ packet from neighbor node nj and its own 
APC (APC(ni)). 

CAPC computation: CAPC (nj) = [APC(ni) + CAPC(nj)] 
/ 2

Intermediate node computes CAPC value for 
every RREQ packet received from different paths till 

Acceptance_timer expires. After Acceptance_timer 
expires, intermediate nodes compare the CPAC value of 
all accepted RREQ packet having same sequence number. 
It rebroadcasts the RREQ packet to one hop neighbor 
which has the least CAPC value. In our protocol all the 
intermediate nodes actively participate in route discovery 
process and take the decision of rebroadcasting of RREQ 
packets.

Algorithm III and Flow chart: Route Reply Packet 
Generation

Figure 7.    Algorithm for route reply generation at destination node d.
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Figure 8.    Flow-chart for route reply generation at destination node d.

Below we explain the procedures, which are called in 
the algorithms, for comparing for CAPC values, for 
constructing the UCN set and for adjusting the UCN set. 

Procedure Compare_CAPC (CA)

Figure 9.    Procedure to compare CAPC values.
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Explanation of UCN Computation 
UCN construction phase

Each intermediate node (ni) computes its Uncovered 
Neighbor set (UCN(ni)) from the Neighbor Set (NS) 
information received in first RREQ packet from the 
source (NS(s)) or its previous node (NS(nj)) and its own 
neighbor set (NS(ni)). 
Initial UCN computation:  
UCN(ni) = NS(ni) – [NS(ni) ∩ NS(s)] – {s} OR
UCN(ni) = NS(ni) – [NS(ni) ∩ NS(nj)] – {nj}

Procedure Construct_UCN (NS (ni), NS (nj))
UCN adjustment phase
Each intermediate node (ni) adjusts its Uncovered 
Neighbor set (UCN(ni)) from the Neighbor Set (NS) 
information received in duplicate RREQ packet from its 
previous node (NS(nk)) and its own neighbor set (NS(ni)).
UCN adjustment: UCN(ni) = UCN(ni) - [UCN(ni) ∩ 
NS(nk)] 

If the UCN set is NULL then it simply drops the 

RREQ packet, since NULL means that every neighbour 
has already received the same RREQ packet from the 
source node or the previous node. 
Procedure Adjust_UCN (UCN (ni), NS (nj));

At the destination node when multiple RREQ packets 
of same source are received from different routes, it 
compares the CAPC values. Destination node selects the 
reverse path based on the least value of CAPC from these 
multiple RREQ packets. It creates the Route Reply (RREP) 
packet and sends it along the reverse path to the source 
node. Every intermediate node, along this reverse path 
records, the path information in its routing table. After 
receiving the RREP packet from the destination node, the 
source node starts sending data packets to the destination 
node. In summary, LUNAR should reduce the routing 
overhead and delays because (i) only UCN and CAPC 
are computed at intermediate nodes lying on routes from 
source to destination (ii) load balancing is achieved using 
CAPC, and (iii) If RREQ packet is rebroadcasted by a 
node then overhead of a network is reduced by avoiding 
periodic Hello packet broadcasting. 

Figure 10.    Procedure to construct UCN set.

Figure 11.    Procedure to adjust the UCN set.
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3.  Working Example of LUNAR

Consider a network scenario as shown in Figure 12 where 
S represents a source node which initiates the process of 
route discovery, D represents a destination node which 
selects the route based on least value of CAPC, Node N1 
to node N11 represent intermediate nodes through which 
a route can be formed from the source to the destination

We assume that some communication already exists 
in the network. Table 3-1 gives the information about the 
number of active paths currently supported by the nodes. 
This information is used for computing APC and CAPC. 
Table 1 also gives the details of neighbor node information 
for each node. This information is used for computing or 
adjusting the UCN set.

At time t1, S generates the RREQ packet with a new 
sequence number and inserts the information of CAPC 
and NS in the RREQ. Next, it broadcasts the RREQ 

packet to neighbor nodes. Figure 13 shows the RREQ 
broadcasting from source node S. Label on the arrow 
includes the identity of nodes along the path through 
which RREQ packet is received at a node. 

Table 1.    APC and Neighbor node information of all 
network nodes 
Node APC NS
S 3 {N1,N2, N3}
N1 4 {S, N2, N4, N5}
N2 5 {S,N1,N3,N4, N5, N6}
N3 3 {S, N2, N5, N6}
N4 4 {N1, N2, N5, N7, N8}
N5 3 {N1,N2, N3, N4, N6, N7, N8, N9}
N6 2 {N2, N3, N5, N8, N9}
N7 3 {N4, N5, N8, N10}
N8 6 {N4, N5, N6, N7, N9, D}
N9 3 {N5, N6, N8, N11}
N10 5 {N7, N8,D}
N11 3 {N11, N8,D}
D 2 {N8, N10, N11}

Figure 12.    Initial network topology of LUNAR working example.

Figure 13.    RREQ broadcasting by source node S at time t1.
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Table 2.    Computation of CAPC at nodes N1, N2 and 
N3 at time t1
Node APC Action at node OR  

CAPC computation at time t1
S 3 RREQ: S to N1,N2,N3
N1 4 S: (3 + 4) / 2 = 3.5
N2 5 S: (3 + 5) / 2 = 4
N3 3 S: (3 + 3) / 2 = 3

At time t2, intermediate nodes N1, N2 and N3 
compute the CAPC for the RREQ packet received from 
S. Table 2 shows the computation of CAPC at node N1, 
N2 and N3. They also compute their UCN sets and if 
UCN is not NULL then till Acceptance_timer expires, 
intermediate nodes wait for duplicate RREQ packets. 
In this example, till Acceptance_timer expires, only one 
copy of RREQ is received at intermediate nodes N1, N2 
and N3. Figure 14 shows rebroadcasting of RREQ packets 
from intermediate nodes N1, N2 and N3. The connecting 

arrows are only shown for the nodes which receive and 
accept the RREQ packets. Table 3 shows the computation 
of CAPC at nodes N4, N5 and N6. 

At time t3, nodes N4, N5 and N6 rebroadcast the 
RREQ packet with the updated fields of CAPC and UCN. 
At each node, after Acceptance_timer expires and if the 
UCN set is not null then the updated CAPC of RREQ 
packets is compared and the RREQ packet with least value 
of CAPC is selected for rebroadcasting. Figure 15 shows 
the rebroadcasting of the RREQ having the least value of 
CAPC from intermediate nodes N4, N5 and N6. Table 4 
shows the computation of CAPC at node N7 and N9.

Figure 16 shows that at time t4, only nodes N7 and 
N9 rebroadcast the RREQ packet having least value of 
CAPC to all neighbor nodes. Whereas, as acceptance 
timer of node N8 has not expired it still waits for duplicate 
RREQ packet. Node N8 also receives the RREQ packet 
from node N7 and N9. Table 5 shows the computation of 
CAPC at node N8, N10 and N11.

Table 3.    Computation of CAPC at nodes N4, N5 and N6 at time t2
Node APC Action at node OR CAPC computation at time t1  Action at node OR CAPC computation at time t2
S 3 RREQ: S to N1,N2,N3 ---
N1 4 S: (3 + 4) / 2 = 3.5 RREQ: N1 to N4,N5
N2 5 S: (3 + 5) / 2 = 4 RREQ: N2 to N4,N5,N6
N3 3 S: (3 + 3) / 2 = 3 RREQ: N3 to N5,N6

N4 4 ---
N1: (3.5 + 4) / 2 = 3.75

N2: (4 + 4) / 2 = 4

N5 3 ---
N1: (3.5 + 3) / 2 = 3.25

N2: (4 + 3) / 2 = 3.5
N3: (3 + 3) / 2 = 3

N6 2 ---
N2: (4 + 2) / 2 = 3

N3: (3 + 2) / 2 = 2.5

Figure 14.    RREQ rebroadcasting by intermediate nodes N1, N2 and N3 at time t2.
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Figure 15.    RREQ rebroadcasting by intermediate nodes N4, N5 and N6 at time t3. 

Table 4.    Computation of CAPC at nodes N7 and N9 at time t3
Node APC Action at node OR CAPC com-

putation at time t1
 Action at node OR CAPC 

computation at time t2
Action at node OR CAPC computation at 

time t3
S 3 --- --- ---
N1 4 S: (3 + 4) / 2 = 3.5 --- ---`
N2 5 S: (3 + 5) / 2 = 4 --- ---
N3 3 S: (3 + 3) / 2 = 3 --- ---
N4 4 --- N1: (3.5 + 4) / 2 = 3.75 ---

N2: (4 + 4) / 2 = 4
N5 3 --- N1: (3.5 + 3) / 2 = 3.25 ---

N2: (4 + 3) / 2 = 3.5
N3: (3 + 3) / 2 = 3

N6 2 --- N2: (4 + 2) / 2 = 3 ---
N3: (3 + 2) / 2 = 2.5

N7 3 --- --- N4: (3.75 + 3) / 2 = 3.37
N5: (3 + 3) / 2 = 3

N8 6 --- --- Acceptance_timer of N8 has not expired 
hence it will wait for more duplicate RREQ 

packet from neighbor nodes
N9 3 --- --- N5: (3 + 3) / 2 = 3 

N6: (2.5 + 3) / 2 = 2.75

Figure 16.    RREQ rebroadcasting by intermediate nodes N7 andN9 at time t4.
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Figure 17 shows that at time t5, nodes N8, N10 and 
N11 rebroadcast the RREQ packet to their neighbor 
nodes. At destination node, CAPC values are computed 
for every RREQ packet received from different routes. 
It selects the RREQ packet with the least CAPC value, 

generates the Route Reply (RREP) packet for selected 
RREQ packet and sends it to source node through the 
reverse path. Figure 18 shows RREP packet transmission 
from destination to source node through the reverse path. 

In Table 6, we have summarized the computation of 

Table 5.    Computation of CAPC at nodes N8, N10 and N11 at time t4.
Node APC Action at node OR CAPC 

computation at time t1
 Action at node OR CAPC 

computation at time t2
Action at node OR CAPC 

computation at time t3
Action at node OR CAPC 

computation at time t4
S 3 --- --- --- ---
N1 4 S: (3 + 4) / 2 = 3.5 --- --- ---
N2 5 S: (3 + 5) / 2 = 4 --- --- ---
N3 3 S: (3 + 3) / 2 = 3 --- --- ---
N4 4 --- N1: (3.5 + 4) / 2 = 3.75 --- ---

N2: (4 + 4) / 2 = 4
N5 3 --- N1: (3.5 + 3) / 2 = 3.25 --- ---

N2: (4 + 3) / 2 = 3.5
N3: (3 + 3) / 2 = 3

N6 2 --- N2: (4 + 2) / 2 = 3 --- ---
N3: (3 + 2) / 2 = 2.5

N7 3 --- --- N4: (3.75 + 3) / 2 = 3.37 ---
N5: (3 + 3) / 2 = 3

N8 6 --- --- --- N4: ( 3.75 + 6) / 2 = 4.87
N5: (3 + 6) / 2 = 4.5

N6: (2.5 + 6) / 2 = 4.25
N7: (3 + 6) / 2 = 4.5

N9: (2.75 + 6)/2 = 4.37 
N9 3 --- --- N5: (3 + 3) / 2 = 3 ---

N6: (2.5 + 3) / 2 = 2.75
N10 5 --- --- --- N7: (3 + 5) / 2 = 4
N11 3 --- --- --- N9: (2.75 + 3)/2 = 2.87

Figure 17.    RREQ rebroadcasting by intermediate nodes N8, N10 and N11 at time t5.
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CAPC and selection of RREQ packet based on the least 
value of CAPC. We can see that the destination node 
selects the RREQ packet which has arrived through the 
path S – N3 – N6 – N9 – N11 and has the least CPAC 
value of 2.43. It generates the RREP packet and sends it 
back to the source node through the reverse path D - N11 
- N9 – N6 – N3 – S. After receiving the RREP packet at 
source node, actual data packets are transmitted through 
the selected route (S – N3 – N6 – N9 – N11- D). Table 6 

shows the computation of CAPC at node D. The above 
working example shows that our routing protocol LUNAR 
is able to achieve the load balancing in the network using 
the Active Path Count APC and Cumulative Active Path 
Count CAPC computation during route discovery from 
source to destination. Although the concept of Uncovered 
Neighbor (UCN) set for minimizing the route request 
broadcasting is not shown in the working example, it 
helps to reduce the route request storm in the network. 

Table 6.    Computation of CAPC at D to select RREQ packet with least value of CAPC at time t5.
Node APC Action at node OR 

CAPC computa-
tion at time t1

 Action at node OR 
CAPC computation at 

time t2

Action at node OR 
CAPC computation at 

time t3

Action at node OR 
CAPC computation at 

time t4

Action at node OR 
CAPC computation at 

time t5
S 3 --- --- --- --- ---

N1 4 S: (3 + 4) / 2 = 3.5 --- --- --- ---

N2 5 S: (3 + 5) / 2 = 4 --- --- --- ---

N3 3 S: (3 + 3) / 2 = 3 --- --- --- ---

N4 4 --- N1: (3.5 + 4) / 2 = 3.75 --- --- ---
N2: (4 + 4) / 2 = 4

N5 3 --- N1: (3.5 + 3) / 2 = 3.25 --- --- ---
N2: (4 + 3) / 2 = 3.5
N3: (3 + 3) / 2 = 3

N6 2 --- N2: (4 + 2) / 2 = 3 --- --- ---
N3: (3 + 2) / 2 = 2.5

N7 3 --- --- N4: (3.75 + 3) / 2 = 
3.37

--- ---

N5: (3 + 3) / 2 = 3
N8 6 --- --- --- N4: ( 3.75 + 6) / 2 = 

4.87
---

N5: (3 + 6) / 2 = 4.5
N6: (2.5 + 6) / 2 = 4.25

N7: (3 + 6) / 2 = 4.5
N9: (2.75 + 6)/2 = 4.37 

N9 3 --- --- N5: (3 + 3) / 2 = 3 --- ---
N6: (2.5 + 3) / 2 = 2.75

N10 5 --- --- --- N7: (3 + 5) / 2 = 4 ---

N11 3 --- --- --- N9: (2.75 + 3)/2 = 2.87 ---

D 2 --- --- --- --- N8: (4.25 + 2) / 2 = 
3.12

N10: (4 + 2) / 2 = 3
N11: (2.87 + 2) / 2 = 

2.43
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4.  �Performance Evaluation using 
Network Simulator

We used ns-2.356 for our simulations. In this section 
we describe the simulation setup. We compared 
LUNAR with the existing routing protocols AODV2 
and NCPR7. To evaluate the routing protocols following 
simulation parameters have been considered: number 
of connections, node density (number of nodes per 
unit area), interface queue length (buffer at a node), 
simulation area, transmission range of a node, node 
mobility (speed). Using various combinations of these 
control parameters, we evaluated the routing protocols 

using multiple performance metrics. The performance 
metrics considered for evaluation of the routing protocols 
are Normalized Routing Overhead (NRO), End-to-End 
Delay (EED) and Packet Loss Rate (PLR), as described 
below. We conducted two sets of simulations i) static 
scenario i.e. all nodes with 0 m/s mobility and ii) random 
mobility i.e. each node has a random speed between 0 to 
10 m/s. In both the sets of simulation the performance 
of the protocols are analyzed by varying node density: 10 
to 300 nodes, interface queue length: 20 to 100, number 
of connections: 3 to 20, simulation area: 500 * 500 m2 to 
1500 * 1500 m2 and Transmission range: 100m to 500m. 
Simulation setup details are given in Table 2.

Figure 18.    RREP through reverse path at time t6. 

Table 7.    Simulation Setup
Characteristics Parameter Value 
MAC and Physical 
Characteristics

Simulator NS 2.35 
MAC Type 802.11 g 
Signal Propagation Model Two Way Ground
Channel Type Wireless Channel 
Antenna Model Omni 
Simulation Time  100 sec

Network and Traffic 
Characteristics

Routing protocols AODV, NCPR and LUNAR 
Traffic Type TCP/FTP
Data Payload 512 bytes/packet 
Maximum packet rate per source 4 packet /sec
Network Topologies Used Static OR Mobile
Interface Queue and Type Droptail / PriQueue

Performance Pa-
rameters Detail

Interface Queue Length  20, 50 and 100 packet
Node Density = Number of nodes / simulation area 10, 20, 50, 100, 200 and 300 nodes
Node Mobility 0, 5 and 10m/s 
Number of source to destination pairs 3, 5, 10, 20 
Simulation Area 500m X 500m , 1000m X 1000m, 1500m X 1500m 
Transmission range 100m, 250m, 500m
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5.  �Simulation Results and 
Observations

We have simulated the protocols using all the 
combinations of the parameter listed in Table 2. In all 
we conducted a total of 2000+ experiments. The results 
shown are an average of 10 runs for each experiment. In 
this paper we report the results of a representative set of 
experiments for both static as well as mobile topology. 
We have grouped the results by the performance metrics. 
We discuss simulation results in five categories by varying 
one control parameter at a time and keeping all other 
control parameter values constant a) varying number of 
nodes (node density), b) varying number of connections, 
c) varying node mobility, d) varying queue length, and e) 
varying transmission range. 

5.1 �Performance with Variation in Node 
Density

5.1.1 Normalized Routing Overhead 
Figure 19 shows the Normalized Routing Overhead 
(NRO) with different network density, for the control 
parameters as stated in the figure caption. We observe 
and compare NRO values of different routing protocols 
for both sparse and dense network. We have considered 
minimum 10 nodes for a sparse network and 300 nodes 
for a dense network. Node density is an important control 
parameter which influences the connectivity in an ad 
hoc network. The number of routing packets in LUNAR 
are restricted by computation of UCN set and Hello 
packets broadcasting is also controlled by using RREQ 
packets as a substitute (No Hello packet transmission by 
a node if a node has already forwarded RREQ packet). 
Hence irrespective of increase in number of nodes in the 
network, the LUNAR protocol is able to minimize the 
control packet traffic. The NRO of LUNAR is lesser than 
AODV and NCPR by 43% and 31% respectively on an 
average. These results indicate that LUNAR protocol is 
efficient as compared to the other three protocols.

5.1.2 End-to-End Delay
Figure 20 shows the End-to-End Delay (EED) with 
different network density, for the control parameters as 
stated in the figure caption. We observe and compare 
EED values of different routing protocol for both sparse 
and dense network. EED of the network depends on 

the number of connections and available queue size 
at the interface of the network nodes. As number of 
connections increase in the network (increase in data 
traffic), data packets face the problem of queuing delay. In 
case of AODV and NCPR, route discovery process selects 
shortest path (using minimum number of hops) in the 
network. In contrast, LUNAR selects the intermediate 
nodes having maximum available routing table size 
during the construction in the network. This is ensured 
in LUNAR by APC and CAPC computation at every 
intermediate node. The EED of LUNAR is lesser by 32% 
and 24% compared to AODV and NCPR respectively on 
an average. 

Figure 19.    NRO with variation in node density [Node 
mobility = 0 m/s, simulation area = 1000 * 1000m2, 
transmission range = 250m, simulation time = 100sec, 
10 connections, queue = 100 packets, initial energy = 10 
Joules]. 

Figure 20.    EED with variation in node density [Node 
mobility = 0 m/s, simulation area = 1000 * 1000m2, 
transmission range = 250m, simulation time = 100sec, 
queue = 20 packets, 10 connections, initial energy = 10 
Joules].
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5.1.3 Packet Loss Rate 
Figure 21 shows the Packet Loss Rate (PLR) with different 
network densities, for the control parameters as stated 
in the figure caption. We compared the PLR values of 
different routing protocols for both sparse and dense 
networks. 

Figure 21.    PLR with variation in node density [Node 
mobility = 0m/s Simulation area = 1000 * 1000m2, 
transmission range = 250m, simulation time = 100sec, 
queue = 20 packets, 10 connections, initial energy = 10 
Joules].

We observe that when the queue size is 20 packets and 
number of connections are fixed at 10 then as the numbers 
of nodes increase in the network the PLR decreases. This 
happens because as the node density increases a number 
of alternate nodes (and hence the node buffers) would be 
available while forming the route between any source-
destination pair. PLR of LUNAR is lower by 39% and 
13%, on an average, as compared to AODV and NCPR 
respectively. 

5.2 �Performance with Variation in Node 
Mobility (speed)

5.2.1 Normalized Routing Overhead 
Figure 22 shows the Normalized Routing Overhead 
(NRO) for different node mobility in the network, for 
the control parameters as stated in the figure caption. We 
observe and compare NRO values of different routing 
protocols for low as well as high node mobility. Mobile 
nature of the network nodes frequently changes the 
network topology. Change in topology leads to frequent 
route breakages. Due to which route discovery is invoked 
frequently in highly mobile networks in case of AODV 
and NCPR. The NRO of LUNAR is lesser than AODV 
and NCPR by 54% and 40% respectively, on an average. 

Figure 22.    NRO with variation in node mobility (speed) 
[Simulation area = 1000 * 1000m2, transmission range = 
250m, simulation time = 100sec, queue = 100 packets, 200 
nodes, 10 connections, initial energy = 10 Joules].

5.2.2 End-to-End Delay
Figure 23 shows the End to End Delay (EED) with 
variation in node mobility of the network, for the control 
parameters as stated in the figure caption. We observe 
and compare EED values of different routing protocol for 
both low as well high speeds of network nodes. Mobile 
nature of the network node changes the network topology 
continuously. Change in topology leads to frequent route 
breakages. This leads to the retransmission of some of the 
data packets which are unable to reach to the destination 
node because of route failure and delay increases. The 
LUNAR protocol reduces the EED by computing the 
UCN set which gives the information about neighbor 
nodes. The EED of LUNAR is lesser around 21% and 
15% compared to AODV and NCPR respectively, on an 
average.

Figure 23.    EED with variation in node mobility (speed) 
[Simulation area = 1000 * 1000m2, transmission range = 
250m, simulation time = 100sec, queue = 20 packets, 10 
connections, 100 nodes, node initial energy = 10 Joules].
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5.2.3 Packet Loss Rate(PLR)
Figure 24 shows the Packet Loss Rate (PLR) with variation 
in node mobility of the network with the queue size fixed 
at 100 packets and numbers of nodes are fixed at 100. We 
compare the PLR values of different routing protocols for 
both low as well high speed of network nodes. The PLR 
of the LUNAR protocol is lower by 36% and 9 %, on an 
average, as compared to AODV and NCPR respectively. 

Figure 24.    PLR with variation in node mobility (speed) 
[Simulation area = 1000 * 1000m2, transmission range = 
250m, simulation time = 100sec, queue = 100 packets, 10 
connections, 100 nodes, initial energy = 10 Joules].

6.  Conclusion 

In this paper, we discussed working of Load eqUilibrium 
Neighbor Aware Routing (LUNAR) protocol through 
algorithm, flow-chart and working example. LUNAR 
protocol is proposed to solve the broadcast storm problem 
and to reduce the routing overhead in MANETs. LUNAR 
dynamically calculates the Cumulative Active Path Count 
(CPAC) at every intermediate node to decide whether 
to rebroadcast the route request packet in the network. 
Neighbor coverage information is used to compute the 
uncovered neighbor set (UCN) which further reduces the 
redundant broadcasts. Our simulation results confirm 
that LUNAR generates lesser rebroadcast traffic compared 
to AODV and NCPR. The NRO for LUNAR is lesser by 
31-54% as compared to protocols simulated. Further, the 
PLR is decreased by 9-35% and the EED is decreased by 
15-32%. Further investigations are needed to determine 
the cause of minor improvements in PLR and EED and to 
determine the performance of LUNAR as the number of 
active connections increase. 
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