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1.  Introduction

With Smart technology, which is representative of the 
development of interactive computer technologies(ICT), 
it has become easy to obtain useful information anytime 
and anywhere. Through a variety of contents, many 
functional services have been provided. However, in this 
ageing society, patients with impaired mental and physical 
capacity are increasing, and it is increasingly difficult for 
these people to benefit from the various services provided 
by smart technology1. In particular, in the case where 
patients have upper limb physical impairment or paralysis 
caused by such conditions as upper limb disorders, 
subcortical vascular cognitive impairment, or hemiplegic 
disability due to stroke, it is more difficult for them to 
use such devices as mobiles or personal computers with 
existing standardized input devices. Therefore, for people 
who have difficulty communicating because of impaired 
motor function or brain disease, alternatives to existing 
standard input devices are required that enable the human 
computer interface(HCI) to work2. 

HCI, by bringing together a number of different 
research areas such software, hardware, User Interface(UI), 
input and output devices and design, is developing input 
devices to replace the mouse or keyboard by utilizing 
such technology as Electroencephalography(EEG), 
Electromyography(EMG), Inertial Measurement 
Units(IMU), camera and touch screens.

The HCI field, that studies people with disabilities in 
its research, utilizes a Brain Computer Interface (BCI) 
which uses EEG brain waves as the computers input. The 
HCI also utilizes such methods as detecting the user’s 
particular movements by using EMG and IMU sensors 
and uses those detected results as the computer’s input 
value. Furthermore, due to the popularity of smart phones 
in recent years, research is being carried out on the use 
of Graphic User Interface(GUI) for Intuitive Touch-
Based Operations for people with upper limb disorders. 
Research is being carried out on such techniques as 
mapping methods that use images from cameras to 
recognize the specific movements of parts of the body so 
that this can be used as the computer’s input value3-7.
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Since an gaze tracking interface, which is one kind of 
technology that recognizes the body’s movement, is a very 
effective tool to use for expressing such things as human 
attention, initial reactions, interests and satisfaction, a 
great deal of research is in progress in this area8. Generally 
speaking gaze tracking is a technology which uses 
historical data for human and computer interaction. After 
recognizing the center of the pupil which was obtained 
from a camera image, it uses the monitor’s coordinates 
values which are obtained from what the eye is focused 
on.

The advantages of this method are that it is more 
robust to background noise when compared with existing 
methods which use EMG or IMU sensor values, and 
it can be implemented at a lower cost. Shih used two 
stereo cameras to track the gaze with three-dimensional 
coordinates by using a wide-angle camera to recognize 
the face and the direction of the face, and a narrow-angle 
camera to extract a high resolution image of the eye 
area9. Santis detected the pupils by utilizing the Optimal 
Segmentation method for each frame using a single 
camera10. Hutchinson tracked the relative position of the 
gaze by using the relationship between the center point 
of the pupil and the specific glint points reflected on the 
cornea of the eye by two near-infrared lights11. 

In this study an gaze tracking system was developed 
based on a near-infrared camera by using the reflection 
point of the cornea and the pupil as described above. By 
mapping the user’s gaze to the computer’s mouse pointer, 
an input device was developed for patients who cannot 
freely use their body. This can be a very useful interface 
for people who cannot move their bodies freely because it 
is possible to use it with only the eyes.

However most patients who want to use an gaze 
tracking interface have dementia, cognitive impairment, 
and Parkinson’s disease and most of these have problems 
using language, so for those people a new means for 
augmentative and alternative communication is needed12. 
This should be able to represent not only traditional oral 
and written language, but also such methods as sign 
language, braille, painting or line drawing, by applying 
a communication method using symbols. Furthermore, 

because of differences in users’ vocabulary levels and 
usage due to differences in nationality, age, education, and 
medical history, it should be able to be classified according 
to people’s respective environments13. 

The proposed augmentative and alternative means 
of communication developed in this study was based on 
an gaze tracking system which utilized a communication 
board for people who have problems with verbal 
communication. The developed augmentative and 
alternative communication software used symbols that 
were familiar to users and effort was put into implementing 
a friendly user interface14. Gaze tracking software like this 
is difficult for patients to use. Therefore in order to solve 
this problem a variety of visual perception contents were 
provided to enable training in the use of this software.

2.  Main Contents

A. Gaze Tracking using a Near Infrared Camera
Near Infrared USB Camera

Figure 1.    Camera for Gaze Tracking and Infrared Light 
source.

The gaze tracking system used in this study consists of 
a single camera with two infrared light sources A and B 
as shown in Figure 1. Two infrared light sources generate 
two reflection points called Purkinje images on the surface 
of the user’s cornea15. The camera used here is a ELP-
USB130W01MT-RL36 model from the ELP company 
with a resolution of 1280×960 and 1.3 megapixels. The IR 
LED, which is attached to side of the camera, acts as a light 
source to the camera lens, and by attaching an infrared 
filter with an infrared wavelength of 840nm, enabled only 
the necessary images to be obtained.
Gaze Tracking

Figure 2.    Gaze Tracking Flow Chart.
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Figure 3.    Example Rectangle Features shown Relative 
to the Enclosing Detection Window.

The overall gaze tracking process is shown in the flow 
chart in Figure 2. The user’s eye image that was obtained 
from the image frame from the IR Webcam was detected 
from the Adaboost algorithm. The Adaboost algorithm 
calculates the difference between the pixel sum of the 
dark part of the image and the pixel sum of the light part 
of the image by using the four rectangle features shown 
in Figure 3, and a number of features are generated. 
The generated features, as weak classifiers are combined 
linearly to create strong classifiers with a high detection 
capability, which in turn are used to detect features of the 
face or eyes16.

Figure 4.    (a) Detected eye image and (b) Pupil and glints.

(a) (b)

Figure 5.    The distance between the center of the pupil and 
two glints.

In order to detect the center point of the pupil and the 
reflection points of the cornea in the obtained eye image, 
first a Gaussian smoothing filter was used to remove noise, 
and then the Canny edge detection method was used to 
obtain an edge image. The center point between the pupil 
and the reflection points of the cornea was extracted 
by calculating the center point and radius of the most 
overlapping circles by applying a 2D Hough transform to 
the obtained edge image17. By using the extracted center 
point of the pupil and the center of the two reflection 
points as the three feature points, the distance between 
these points was calculated, and by using this, the mouse 
pointer and the eye position were mapped to each other 
on the user’s screen.

The mapping method is shown in Figure 4(b) where 
p is the center of the detected pupil and g1 and g2 are the 
center of the two glints. In Figure 5, c is the length of the 
line perpendicular to the straight line passing through 
g1 and g2 starting from p, and a and b are the respective 
distances from each glint point to where line c intersects 
the line between g1 and g2. In Figure 6, when the user 
looks at the points A and B on the monitor, in order 
to calibrate the relative location value of the gaze, the 
distance between the center of the pupil and two glints is 
used as shown in Figure 5. 

Figure 6.    Each feature point projected on to the pupil from 
the calibration point.

Since the two glints, g1 and g2, are projected onto the 
pupil with a fixed light source, the movement rate of the 
eye, to the left, right, up and down, can be calculated with 
the distance between two points, a+b. Therefore, when 
the two points, A and B, are viewed, calibration occurred, 
as shown in Figure 6, where location information of 
the mouse pointer was mapped by calculating the x, 
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y coordinates for the screen using Equation (1) and 
Equation (2) by using the distance between each of the 
feature points a1, b1, c1 and a2, b2, c2.
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In equations (1) and (2) aframe, bframe, cframe is the distance 
between the feature points of the current image frame, and 
width and height indicate the resolution of the monitor.
B. Visual Perception Training Contents
For users to utilize an gaze tracking system, in order 
to use it as a means of augmentative and alternative 
communication, first of all, a training process is required 
through the development of visual perception contents. 
Therefore, the training contents developed in this study 
were to help patients learn in a fun way how to become 
familiar with using their eyes to control the system. The 
developed contents allowed users to train such elements 
as visual acuity, eye movement speed, visual reaction rate, 
and visual concentration based on recommendations by 
the American Optometric Association18-21.
Visual Acuity Training Contents

Figure 7.    Each feature point projected on to the pupil 
from the calibration point.

The visual acuity content in Figure 7 is intended to 
train visual acuity skills with moving objects. When the 
user watches the screen, three different kinds of birds 
move around the screen in any direction. If the user 
continues to follow a bird, which is the same as the bird 
in the upper right hand corner of the screen, with their 
gaze for more than three seconds they score points. Once 
the gaze tracking is completed a new bird appears in the 

upper right hand corner and the degree of difficulty of the 
game is controlled by increasing the speed of the birds 
little by little.
Eye Movement Speed Training Contents

Figure 8.    Eye Movement Speed Training Contents.

This content enables users to continuously track an 
object depending on the speed of the moving object in 
order to improve eye movement speed. In Figure 8, as 
the soccer ball moves along the arrows, users continue to 
track the soccer ball until it reaches its destination. Points 
are scored in proportion to how long users can maintain 
their gaze on the soccer ball. It is possible to control the 
degree of difficulty of the task by continuously increasing 
the soccer ball’s speed.
Visual Reaction Rate Training Contents

Figure 9 shows the visual reaction rate training 
contents and is concerned with reactions to visual stimuli. 
It consists of six boxes and one red circle. After users fix 
their gaze on the red circle in the middle, one box can 
change color at any time. The faster that users shift their 
gaze to the box which has changed color, the higher they 
score.
Visual Concentration Training Contents

Visual concentration contents are for improving the 
ability to maintain visual focus in one place. This is a 
necessary function for choosing any symbols as a means 
of communication, and according to how well users are 
trained, the time needed to deliver the message to be 
communicated can be reduced. The visual concentration 
content is shown in Figure 10, and by using gaze tracking, 
users track the numbers according to the SEQUENCE of 
the numbers given in the box at the top of the screen. The 
gaze must be maintained on each number for more than 
three seconds, and in the case where the wrong order or 
number is selected, users must go back to the beginning 
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and start again. The time it takes to select all the numbers 
in order as shown in Figure 10(b) is measured. The 
degree of difficulty of the task is controlled by using other 
symbols besides numbers.
C. Augmentative and Alternative Communications 
Software

(a)

(b)

Figure 9.    Visual reaction rate training contents .

(a) (b)

(a) (b)

Figure 10.    Visual concentration training contents
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Figure 11.    EImplemented augmentative and alternative 
software.

(c)

Augmentative and alternative communication 
was implemented based on the communication board 
proposed by Yeongchi in the form shown in Figure 11 
in conjunction with an gaze tracking system14. Basic 
vocabulary configuration was applied by a method 
proposed by Dolch using a list of English words often 
used in elementary education22. 

The most important factor in augmentative and 
alternative communication are the symbols which 
represent the vocabulary’s meaning - in other words, the 
kind of vocabulary that users can use. The vocabulary 
needed is different depending on the user’s nationality, 
age, education levels and medical history13. Accordingly in 
this study, the contents were designed so that vocabulary 
can be added any time as needed. Figure 11(b) shows the 
current list of registered words, and by clicking on ‘add’ or 
‘modify’, new words can be input in the pop-up window 
as shown in Figure 11(c). Symbols of new words can also 
be registered by uploading an image. 

3.  Conclusion and Discussion

This research proposed an gaze tracking system by 
extracting the pupil and the center point of the glints from 
near infrared camera images. The Adaboost algorithm 
was applied to the eye images for gaze tracking by using 
a model with four kinds of simple features. By using the 
extracted center point of the pupil and the center of the 
two reflection points, which were made in this way, as the 
three feature points, the distance between these points 
was calculated and the relative location value of the gaze 
on the monitor was calibrated. Based on this, the value 

of the screen’s x, y coordinates were used to map the gaze 
and the location value of the mouse pointer.

To use the developed gaze tracking system visual 
perception training contents were proposed and 
augmentative and alternative communication software 
was implemented. The proposed visual perception 
contents made it possible to train for such elements as 
visual acuity, eye movement speed, visual reaction rate, 
and visual concentration.

Finally, augmentative and alternative communication 
software was implemented by using symbols which can 
convey the meaning of words used in spoken language. 
In addition, the symbols, which were used in the 
augmentative and alternative communication software, 
were easily uploaded by users through the server. By 
classifying frequently used vocabulary according to 
the user’s environment, it can be easily used by other 
users. It was designed to enable social participation of 
patients who have difficulty in communication due to 
disabilities, by using an gaze tracking system which solves 
these communication problems. Furthermore, if serious 
games or contents, or a variety of supporting software are 
developed using gaze tracking systems, then people who 
have difficulties using the human computer interface can 
receive information more efficiently.
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