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1.  Introduction

Sentiment analysis or opinion mining has drawn 
attention in recent years. Nowadays this is an important 
and blossoming field in Natural Language Processing 
(NLP) which generally concern with the refinement and 
cataloging the opinion from the narrative. Primarily, the 
opinions are categorized into positive and negative which 
are helpful in many fields1. Opinions are important for 
many day-to-day activities either it may be for getting a 
product or it may be about a movie. Mining the opinion 
is not an easy task as each individual have different 
opinion about the product or about the movie. Opinions 
are private expression, which are not observed by others 
directly2. But, these opinions can be observed from the 
statement written by the individuals. Sentiment analysis is 
prevailing for English language but for Indian languages 
it’s a rare thing3. 

Tamil being a Dravidian language which has no 
standard annotated corpora for sentiment analysis apart 
from SAIL data. But the data is available only for Twitter 
data. Hence forth, the work for Tamil language in the 
field of Natural Language Processing is very limited. 
In Tamil language, most of the grammatical functions 
are embedded into the words in the form of inflection. 
Many parser and tagger are already available for English 
language. Being low on resource, to work on Tamil 
language has been difficult. Many web pages have started 
to provide information in Tamil.

Tamil cinema industries also known as Kollywood has 
drawn attention in recent years. This is due to the fact that 
they started producing world class films in these years. 
So many non-Tamil speakers started watching Tamil film. 
So, reviewing Tamil movies will be an appreciating work 
in the field of Tamil language processing. Internet plays a 
censorious role in gathering the reviews.
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A frame work for sentiment analysis in Hindi used 
Hindisentiwordnet to observe the sentiment related 
to a document and also the polarity of the word using 
Hindisentiwordnet and finally aggregating the polarity 
to find whether the document is positive, negative or 
neutral4. Sentiment analysis using lexicon acquisition uses 
distributional thesaurus, sentence level co-occurrences 
and also they expanded the existing sentiment lexicon 
for Indian languages for analyzing the polarity in the 
tweets which are in Indian languages5. Cross lingual 
sentiment analysis using linked wordnetsin which 
opinion expressed in one language is classified using the 
trained corpus which is written in another language. By 
which they got an accuracy of 72% for Hindi and 84% 
for Marathi languages6. In Sentiment analysis based on 
negation and discourse relation the influence of negation 
and discourse roles are scrutinized for Hindi sentiment 
analysis which gives an accuracy of 80.21%7. Sentiment 
analysis using neural network used to find the sentiment 
analysis in the document level a special hand crafted 
features are extracted and is used to improve the accuracy 
of the system in which the accuracy of the system is 
about 83.88%8. SVM have been successfully used in 
Tamil language processing such as Statistical Machine 
translation9, Morphological analysis10, Morpheme 
Extraction11, Word Sense disambiguation12, Entity 
extraction13,14 and Sentimental Analysis15–17. The flow 
of the work is as follows: The next section deals about 
mathematical ideas which are implemented in the paper. 
The methodology is explained in Section 3 where the 
proposed system and feature extraction are explained in 
detail. Section 4 is about the experimental study of the 
proposed system. Finally the conclusion of the paper is 
discussed in last section. 

2.  Mathematical Background

2.1 Support Vector Machine
Support Vector Machine is classification method which is 
mainly in data classification and function approximation. 
Support Vector Machine constructs a hyper plane 
which separate two different classes. While separating 
the classes, the SVM tries to gain highest separation in 
between two classes. SVM prediction projects the test 
data where the train data are already projected. The SVM 
classifier classifies the data into positive and negative 
based upon the weight of the test data18. Linear SVM are 

designed for binary classification and it is given below. 
The training data is given by  
and the label corresponding to each class is given by 
where, , ,  
and the formulation is given by:

					           (1)

Subjected to,

[ ] 1T
k kd w x γ− ≥ 				          (2)

Where is the weight vector. The SVM classifier’s 
performance depends on choosing the γ  values19. 

2.2 Maxent Classifier
The entropy classifier is a discriminative classifier most of 
the time used in traditional language processing, speech 
and data retrieval. This works well for text classification 
problems such as sentiment analysis. The Maxent classifier 
works on the principle of Maximum Entropy. The main 
goal behind highest entropy one can prefer most uniform 
model which also fulfill the given constrain20. In general, 
Maxent is used estimate the distributional probability. This 
paper is meant for classification problem, thus we limit to 
learning the conditional probability only from the training 
data. The learned conditional probability must have the 
following property.
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Where D is the set of features in training data, P (d) is 
an unknown document distribution and we are interested 
in modeling it. Thus, we use our training data without 
unknown document as an observation. Then the above 
equation will be:
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Where  is the feature of the document and the 
classes which is a real valued function21.

2.3 Decision Tree
Decision tree is a popular and powerful tool for prediction 
and classification problem. Decision tree usually create a 
model tree using the available data and uses the tree for 
classifying the future data. In Decision tree the non-leaf 
nodes are decision node and leaf nodes contains the class 
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name22. Generally information gain which is called as 
Statistical property is used here to decide which attribute 
goes to the decision node and which are not. This gain 
measures how well the targeted classes are separated from 
training set from the given attribute23. Entropy measure 
the gain from the given attribute and it is given as:

( ) ( ) log 2 ( )Entropy S p I p I= −∑ 		       (5)

2.4 Naive Bayes
Naive Bayes is one of the best algorithm for classifying 
documents24. It has been widely used in the field of 
recovering of information and freshly it has been used in 
machine learning researches25. In recent years, Bernoulli 
model and multinomial model drawn attention26. The 
multinomial template represents the integer feature to 
represent document whereas in Bernoulli model vector 
of binary feature are attained from the document27. The 
Naive Bayes is arithmetically represented as:
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Generally, Laplacian smoothing (a small correction 
value) is included in order to normalize the error in Naïve 
Bayes28,29.

3.  Methodology

3.1 Proposed System
The design of the proposed system is demonstrated in 
the Figure 1. The reviews of different movies are collected 
from the web pages, structured and analyzed and manually 
tagged into positive and negative. These classified 
reviews are given as a training data for the machine. The 
attributes are extracted from the Sentiwordnet and also 
from the training data. A model file is created using the 
Sentiwordnet and training data. For testing the system, 
movie reviews are further collected and structured. The 
model file along with the testing data is given as the 
input to the system. The Support Vector Machine (SVM), 
Maximum Entropy classifier (Maxent), Decision tree 
and Naive Bayes are used to categorize the reviews. The 
mathematical background is explained in detail in the 
above section where, -1 corresponds to negative classes 
and +1 corresponds to the positive classes.

Figure 1.    Flow diagram of the proposed system.

3.2 Feature Extraction
In this task, crucial process is given to feature extraction 
as the correctness of the classifier depends mainly on the 
extirpated feature. The context words of training data 
are taken as feature. The punctuations and apostrophe 
are considered as feature. TamilSentiwordnet is added 
as an extra feature for improving the accuracy of the 
system. Sentiwordnet has set of words which are classified 
into positive and negative. The words also contain the 
POS tag of the particular word. The terms in the Tamil 
Sentiwordnet are considered as a word feature. Along with 
the training data and Sentiwordnet, the system creates a 
model file which is further used for testing. 

4.  Experimental Analysis

4.1 About Dataset
The data are collected from different sources of webpages. 
These data are in unstructured format where the review 
contains some special characters, other languages fonts, 
some pictures of the movies, etc. This unstructured data are 
structured by removing the unwanted characters and other 
language fonts. After structuring, the data are manually 
tagged based on the comments, the reviews it contains. 
These manually tagged reviews are thoroughly reviewed 
by two different linguistic experts. The reviews are tagged 
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into positive and negative which are saved in two different 
folders. Each file in the folder contains the review of a 
particular movie which is written in Tamil language. Up to 
the above step the preprocessing of the data gets over. Each 
folder has 267 unique text. The positive and negative average 
word count is about 6110 and 8646 respectively for each file 
in the folder. Table 1 describes about the reviews that are 
considered for training and testing the proposed system.

Table 1.    Detailed description of reviews that are 
collected and their count
Reviews 
Description

File 
Count

Reviews 
for testing

Reviews for 
training

Average 
Word Count

Negative 
Reviews

267 210 57 8646

Positive 
Reviews

267 210 57 6110

4.2 Experimental Results and Analysis
The Tamil movies which are collected from different 
sources are structured and manually tagged. Entirely, 
534 reviews about different Tamil movies are collected 
and are manually tagged. These reviews contains 267 
unique positive reviews and negative reviews respectively. 
Table 1 gives a detail description of the reviews. For 
training, the data are given to the system and the results 
are decipated in the table. Along with the training data 
Sentiwordnet are given as extra feature to the system. The 
words of Sentiwordnet contain tagging for each word 
and also cointain the POS tag of those words. The words 
from Sentiwordnet is taken as feature for classifying the 
system. A model file is created using the training data and 
also using the features. For testing, the data along with 
the model files are used. The correctness of the classifier 
is examined using F-score measure. F-score can be 
calculated using percision and recall. 

2
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Presicion is the ratio of true positive (tp) to all 
predicted positive (tp+fp) and recall is the ratio of true 
positive (tp) to all actual positive (tp+fn). The accuracy 
and cross validation accuracy of each classifier using 
Sentiwordnet as feature and without using Sentiwordnet 
as feature are given in theTable 2 and Table 3. It is noticed 
from the table, for different classifiers different accuracy 
are obtained. Above all the classifiers Support Vector 

Machine (SVM) perform well for classifing the data. 
The comparisons of accuracies using Sentiwordnet and 
without using Sentiwordnet are described in the Figure 2.

Table 2.    Accuracy and cross validation accuracy 
of each classifier without using Sentiwordnet
Classifiers Cross Validation of 

classifiers(%)
Accuracy of 

classifiers (%)
Naïve Bayes 50.41 61.79
Maxent 52.10 59.55
Decision tree 56.17 64.04
SVM 56.81 71.91

Table 3.    Accuracy and cross validation 
accuracy of each classifier using Sentiwordnet
Classifiers Cross Validation 

of classifiers(%)
Accuracy of 

classifiers (%)
Naïve Bayes 55.28 66.17
Maxent 56.95 64.04
Decision tree 56.39 66.29
SVM 57.92 75.96

Figure 2.    Comparisons of accuracies using Sentiwordnet 
and without using Sentiwordnet.

5.  Conclusion and Future Work

We presented a proposal for classifying the Tamil movie 
reviews using supervised algorithms, namely SVM, 
Maxent classifier, Decision tree and Naive Bayes. Feature 
are extracted and are given to the system for better 
classification and to improve the accuracy of the system. 
The TamilSentiwordnet (word) features are influencing 
the file level sentiment analysis in a greater level. The 
accuracy of different classifiers with word feature are 
decipated in the table. The SVM classifies better than other 
classifiers and the results are decipated in the above table. 
Collecting the movie reviews is one of the major part of 
this work. As there are only few work for Tamil language, 
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this will be a great work towards the improvement of 
Tamil language for sentiment analysis. For future work, 
fine grained tagging can be done where, these reviews can 
be fine grained into very positive, positive, very negative, 
negative and neutral. Unsupervised way of implementing 
data can also be done as forthcoming work. 
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