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1.  Introduction

In recent years, visual surveillance has become one 
of the most active research areas in computer vision. 
An automatic visual surveillance system generally 
contains five stages, such as motion segmentation, 
object classification, tracking, recognition and high-level 
motion analysis1,2. Motion segmentation stage detects and 
extracts moving objects from the video frames. The object 
classification stage classifies the detected objects into 
predefined classes such as human or vehicle or animal, etc. 
The object tracking stage estimates the objects position 
in the successive video frames. Further, tracking can be 
performed on a single object or multiple objects using 
intra-camera or inter-camera setup. The former approach 
uses one camera to track the objects within its Field of 
View (FOV) and latter approach uses multiple cameras to 
track objects in overlapping FOV3. Finally, the high-level 

motion analysis stage interprets the behavioral activity of 
the object.

Object tracking has a wide variety of applications, like 
automatic video surveillance, traffic video monitoring, 
accident prediction and detection, motion-based 
recognition, human computer interaction, human 
behavior understanding, etc. Object tracking in general is 
a very challenging problem due to complex and varying 
object shapes and backgrounds, loss of information 
caused by representing the real-world 3D into a 2D scene, 
noise in images induced by image capturing device, 
illumination changes as a result of dynamic environment, 
occlusions, shadows, etc.1–6. The usage of object tracking 
in a variety of applications and challenges involved 
motivates to develop a robust algorithm for effective 
object tracking.

In order to address the challenges this paper presents 
a new method which uses color moments and Lagrange’s 
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polynomial extrapolation for tracking multiple moving 
objects in the video sequence captured in a complex 
environment. The proposed method makes an attempt to 
overcome some of the above mentioned problems, such as 
partial occlusions, complex and varying object shapes and 
background. This paper is organized as follows: Section 
2 reports the related works on object tracking, Section 
3 presents the overview of proposed work, Section 4 
presents the proposed object tracking algorithm followed 
by the experimental results and conclusions in Section 5 
and 6 respectively.

2.  Related Works 

Multiple objects tracking involves matching objects in 
successive frames of video sequence using features such 
as centroid, motion field, stereo disparity, edges, texture, 
colors and gradients. Effective and efficient tracking 
of moving objects from unconstrained surveillance 
video is a challenging task. Different methods reported 
in the literature for object tracking can be categorized 
into region based7–10, feature based11–15, model based16–24 
and hybrid25–28. The region based method track objects 
exploiting changes in region of moving objects overtime. 
The feature based method track objects by extracting 
features corresponding to moving objects and then 
matching the features between frames of a video. The 
model based method track objects using apriori model 
of the moving object. In the case of hybrid method, 
combination of the above mentioned methods are devised 
to track the objects in frames of a video.

Kalman filter or particle filter are the mathematical 
predictive tools used to estimate the object location in the 
case of occlusion1,5. Kalman filter is employed when the 
data associated to the object is assumed to be Gaussian 
distributed. Kalman filter uses three steps namely 
initialization, prediction and update to predict the state 
of the object in Bayesian framework. The particle filter is 
a variant of Kalman filter which is used for non-Gaussian 
object state and usually employed for tracking multiple 
objects.

Region based tracking across three cameras using 
Kalman filter is proposed in7. Optical flow based method 
for object tracking using two-way ANOVA is proposed 
in8,9. However, the algorithm does not maintain the 
identity of tracked objects. A feature based tracking 
method in which corner points of extracted vehicle are 

used for tracking is proposed in10. A feature based head 
tracker that uses color information and particle filter is 
proposed in12  for single object tracking. Another feature 
based method that uses edges of object is proposed in 13. 
However, the method is designed only for tracking the 
face of a person. A scene adaptive feature based method 
to track multiple objects is proposed in14. Object tracking 
method that use color and texture features and support 
vector machines is proposed in15. However, the object that 
needs to be tracked has to be manually selected in the first 
frame by the user, which makes the method not suitable 
for real-time applications.

In16 a combination of adaptive particle filter, 
appearance and motion information of the object is 
used for tracking. An object tracking method which 
use the local motion of object and color based particle 
filter is proposed in17. However, the method cannot be 
used for all practical applications as the object has to be 
selected manually and also the method is computationally 
expensive. A learning based method that learns color, 
size and motion to track objects across cameras using 
Kalman filter is proposed in18. A well-known early 
work namely Hydra19 tracks head of human by template 
matching approach. A model based method that uses 
Principle axis of an object and Homography constraints 
to match and track the object across different views of 
camera in Kalman filter framework is proposed in 20. 
However, the method works in controlled environment 
and not applicable for practical applications. A multiple 
objects tracking algorithm in which object association in 
successive frames is based on integer programming flow 
model is proposed in21. However, the algorithm cannot 
be used for real-time scenario as the accuracy decreases 
in case of dynamic environment. An algorithm to track 
single moving object is proposed in 22, wherein the object 
appearance and motion was modeled using Kalman filter. 
However, the user needs to provide the objects’ position in 
the first frame for tracking. A grid based modified inverse 
observation model for people detection followed by a 
multi hypothesis model for tracking of motion objects is 
proposed in23. Particle filter based tracking by detection 
model for multiple objects tracking is proposed in24.

A hybrid approach is proposed in25  where statistical 
method is combined with CRF (Conditional Random 
Field) framework and sliding window optimization 
algorithm for labeling objects. Another hybrid approach 
that combines SSD (Square Sum of Difference) and color 
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based mean-shift tracker in Kalman filter framework 
is proposed in26. A combination of region based and 
appearance based methods to track moving object is 
proposed in27. Adaboost classifier and particle filter based 
method to track multiple humans is proposed in28. Face 
detection based on Haar-Like features (machine learning 
based clustering technique) and mean-shift tracking is 
proposed in29. 

The region based tracking methods cannot reliably 
handle occlusions as well as do not accurately track in 
case of a complex environment with multiple moving 
objects. The feature based methods overcome the 
occlusion limitation of region based methods. However, 
the efficiency of feature based method decreases in case 
of distortion during perspective projection. The model 
based methods have some shortcoming such as the 
necessity of constructing model and high computational 
cost. The hybrid based methods are suitable for tracking 
objects in case of a complex environment. However, a 
suitable combination of methods to make a hybrid model 
is a challenging task. 

Although there are several methods proposed in the 
literature for object tracking. These methods are based on 
constraints and assumptions such as: requires a training 
step for tracking, works for constrained environment, 
designed to track only part of an object like face, hand 
etc. and assumes no occlusion scenario. These constraints 
and assumptions may not be suitable for real-time 
environment. An attempt is made in this work by devising 
a new method to track multiple moving objects using 
color moments and Lagrange’s extrapolation framework 
which works for a complex environment and in the 
presence of occlusions. 

3.  �Overview of the Proposed 
Method 

The proposed multiple objects tracking block diagram is 
shown in Figure 1 as an iterative sequence of the following 
phases: motion segmentation phase and multiple objects 
tracking phase. The Motion segmentation is done on the 
inputted frames of a video sequence by adopting our 
earlier work30. The method segments the motion pixels 
by finding dissimilarities in pixel values considering its 
neighborhood values in successive frames using Chi-
Square statistics. A blob hole filling step is required after 

the motion segmentation because the blobs extracted 
from motion segmentation contains holes due to 
temporal differencing. Following the blob hole filling 
phase, a morphological erosion operation is performed 
to eliminate any noise in the frame. Subsequently, the 
features namely color moments, area and centroid are 
extracted from the segmented motion object blob using 
connected component analysis. The color moments and 
centroid features are used for the data association of 
the objects in successive frames. Further, in the case of 
occlusion the centroid feature of the object blob is used 
for predicting the missing state. Finally, the object blob 
area feature is used to eliminate the noise which may be 
present in the motion segmented frame.

The tracking phase of the proposed work is treated 
as a data association problem. That is, multiple objects 
tracking is treated as the correspondence of objects in 
successive motion segmented frames. This is achieved 
by correlating the features of objects using Chi-Square 
dissimilarity measure with nearest neighbor classifier and 
thus identity of an individual object is established.  In 
addition, each tracked object within the FOV of a static 
camera will be given an identity. Consequently, it may 
happen that the moving object which was tracked until 
the previous frame within the FOV of a camera may not 
be tracked in the current frame because of occlusion. 
An occlusion in this context is detected when an already 
tracked object in the previous frame is not detected in the 
current frame. In such a case, the missing state of motion 
object blob in the current frame is estimated using the 
Lagrange’s extrapolation framework. 

Figure 1.   Block diagram of the proposed method.

The occlusion handling process consists of three 
steps namely initialization, prediction, and update. In 
the initialization step, the object centroid feature of three 
successive previous frames is used as aprior knowledge and 
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the prediction step uses this aprior knowledge to predict 
the missing state. Lastly, in the update step the predicted 
centroid value of the occluded object is recorded in the 
aprior knowledge base. Thereby, the proposed method 
tracks the multiple objects in video sequence based on 
data association and prediction.

4.  The Proposed Method 

4.1 �Motion Segmentation using Chi-Square 
Statistics

The fundamental step of an automatic video surveillance 
is the segmentation of motion objects from video frames. 
Motion Segmentation is performed using Chi-Square 
test30 for each pixel in temporal domain considering the 
3 × 3 neighborhood and the frame  is generated, where, 
t is the temporal frame. Subsequently a blob hole filling 
procedure31 is employed in order to fill any holes in the 
moving blobs. Further, morphological erosion operation 
is applied to eliminate any remaining noise and the hole 
filled noise suppressed frame  is generated. 

4.2 Feature Extraction
In general, the feature selection of an object is a challenging 
task. Moreover, the choice of features varies according 
to the tracking applications. In order to track an object 
which is very small, the centroid feature is more useful. 
On the other hand, to track an object which is big in size, 
a combination of various features could be used. In this 
work, object representation is done by using centroid and 
color moments features. Further, the area of the object 
blob is also extracted for the elimination of object which 
is less than the predefined size. A connected component 
analysis is applied on the object blob to extract color 
moments, centroid and area features as shown in Figure 
2, Table 1 shows an example of extracted features from the 
segmented objects in the frame shown in Figure 2.

Figure 2.   Feature extraction.

The color moments characterize both shape and color 
information of the object and used in image retrieval 
applications32. Moreover, the color moments are scaling 
and rotation invariant and hence, they can be used for 
varying illumination video sequences. Since the lower 
order color moments namely mean (Eq.1), standard 
deviation (Eq. 2) and skewness (Eq.3) are used as features 
in32, we are using the same features to represent the object 
blob in this work. The first three color moments are 
computed for the RGB color channels of each pixel  by 
using the following equations. 
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4.3 Multiple Objects Tracking 
Tracking of multiple objects is the association of the 
segmented objects by using the features in the successive 
frames of a video. In this work, Chi-Square dissimilarity 
measure33 is used to measure the association of objects 
features in successive frames. An object in frame D(HFt

 ) is 

Table 1.    Feature values
Object Area Centroid Color Moments

μR σR SR μG σG SG μB σB SB

1 592 (157.18,106.23) 65.79 72.98 0.69 64.12 73.24 0.73 63.17 72.46 0.75
2 433 (226.73,85.69) 57.71 62.40 0.62 58.26 63.70 0.60 58.58 64.02 0.57
3 434 (264.51,117.78) 67.81 78.60 0.53 68.46 79.68 0.54 68.62 79.68 0.53
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assigned to an object in frame D(HFt+1
) which minimizes 

the Chi-Square distance. A nearest neighbor classifier 
with Chi-Squared distance is used to map the object 
association as shown in the following equation:
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where, F = 10 which represent the nine color moments 
and centroid features of an object and oti

 and ot+1i
 are 

respectively the feature values of the object in the frames 
D HFt

 and DHFt+1
 at the ith feature.

The tracked objects in the FOV of a camera will be 
given the identity which is established by correlating the 
objects features in successive frames as mentioned above. 
In real-time scenario the objects entering or object exiting 
the FOV of camera are commonly encountered. Moreover, 
the object may enter or an existing object may exit the 
FOV of a camera from any direction. This situation is 
addressed by giving a new identity for the objects entry 
and eliminating the identity of the objects which exits the 
FOV respectively. 

A partial and/or full occlusion of an object occurs in 
real-time situations when the scene is captured within 
the FOV of a single camera. In such cases, the prediction 
of object state in each input frame is very important for 
successful tracking. In the literature, most of the works 
on object tracking use either Kalman or particle filter for 
predicting the object state in a frame using the apriori 
knowledge. Further, Kalman filter works only when the 
data is assumed to be Gaussian while the latter is used 
for a non-Gaussian assumption.  This paper focuses 
on exploring new method for object tracking which 
do not put any restriction on the assumption of data. 
The proposed work uses the Lagrange’s polynomial 
extrapolation for object tracking. This tool is generally 
used to predict the values beyond the original observation 
range by using the apriori knowledge. In this work, we 
have used the centroid feature of the object blob and 
then predict the missing state (centroid) using Lagrange’s 
polynomial extrapolation method34,35. The general 
equation of Lagrange’s nth order polynomial extrapolation 
formula is given in the following equation. 
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where, f(x) is the prediction value that has to be 

determined, xi is the data point value at ith position and x 
is data point to be predicted.

The occlusion handling stage in the proposed 
algorithm consists of three steps namely initialization, 
prediction and update. In the initialization stage, object 
centroid feature of three successive previous frames 
is recorded in the feature vector Cx,y which will be the 
aprior knowledge of the individual object. This process 
of initialization in which the aprori knowledge is built, 
enables to predict the location of an object in the current 
frame accurately. In the prediction stage, the second 
order Lagrange’s polynomial equation 6 and 7 are used 
to predict the centroid ( )

Predicted Predicted x yC , C of the occluded 
object as shown in Figure 3. Finally, in the update stage, 
the centroid values of objects are reinitialized in the 
knowledgebase. This iterative process is repeated for all 
the segmented objects. 

The occlusion handling stage is employed only 
whenever a detected object in the previous frame is not 
detected in the current frame within the FOV of the 
camera. That is, if an existing object from previous frame 
is not assigned an identity in the current frame then we 
assume that the object got occluded by some other object 
and hence it is not detected. This situation is handled 
using the above mentioned process to predict the location 
of the occluded object within the FOV of a camera. 

The first order Lagrange’s polynomial (n=1) is a linear 
equation and prediction using a linear equation will be 
same as prediction using a straight line equation. On the 
other hand, if we use the third order Lagrange’s polynomial 
(n=3) then the apriori knowledge has to be built by using 
the data from the four previous frames. Flexibility of 
building the apriori knowledge is questionable using the 
four previous frames in the case of low frame rate video 
sequences where object motion displacement will be 
high as shown in Figure 4. Hence, in this work we have 
used second order Lagrange’s equation which uses three 
frames to construct the apriori knowledge.
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where, xi, yi are the coordinate values of centroid at  ith 
frame.
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Figure 3.   Occlusion handling.

Figure 4.   Example of low frame rate sequence IEEE PETS 
2009 S2.L1 View_001 frames frame 00003-4.

5.  Experiments

The algorithm has been tested on more than 70,000 
frames of various sequences of IEEE PETS 2006, PETS 
200936,37, IEEE CHANGE DETECTION (CD) 201438 
and EPFL Multi-camera Pedestrian Videos39,40 dataset. 
Further, the dataset consists of a varied number of objects 
in both indoor and outdoor environments. The examples 
of results are shown in Figures 5–10 where, the row (a) is 
the output of motion segmentation stage, (b) is the result 
of blob hole filling processing stage and (c) is the output 
of object tracking stage. In the output frame, the tracked 
objects are numbered according to identity once they 
enter the FOV of a camera and shown using red asterisk 
inside the red bounding box. The predicted centroid 
for the object in the case of occlusion is shown in green 
asterisk inside the blue bounding box. 

In the video frames shown in Figure 5(a), some 
motion object pixel region on the left top part of the 
frame (shown using red arrow) is not tracked as shown 
in Figure 5(c). This is because of the minimum area 
constraint considered for the object in the proposed 
method. However, even the objects with the smallest area 
can be tracked by varying the threshold. 

Figure 5.    Tracking results of IEEE PETS 2006 dataset for frames in000076-78.
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Figure 6.   Tracking results of IEEE PETS 2009 S2.L1 View_001 dataset for frames frame00005-7.

Figure 7.   Tracking results of IEEE PETS 2009 S2.L1 View_007 dataset for frames frame00013-15.
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Figure 8.   Tracking results of IEEE CD Bungalows dataset for frames in000033-35.

Figure 9.   Tracking results of IEEE CD Backdoor dataset for frames in000297-299.
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Figure 10.   Tracking results of IEEE CD Copy Machine dataset for frames in000085-87.

Figure 11.   Tracking results of IEEE CD Cubicle dataset for frame in001268  
(left) using motion segmentation method30 (right) for manually segmented 
groundtruth frame.
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The object tracking results are entirely dependent on 
the output of motion segmentation stage. Hence, the more 
accurate motion object blobs extracted the better tracking 
results by the proposed method as shown in Figure 11.

Figures 12–15 shows the occlusion results. The results 
validate the robustness of the algorithm when an occlusion 
occurs.  Figure 15 shows an example in which the moving 
rack is given an identity and treated as a separate object 
even though it is moving along with the person. This 
situation happened because of the threshold value in the 
segmentation of the motion segmentation pixels which 
induces holes in motion objects. 

Figure 12.   Tracking under partial occlusion for frames 
in001873-74 of CD Backdoor dataset.

Figure 13.   Tracking under partial occlusion for frames 
frame00018-19 of PETS 2009 S2.L1. View_001 dataset.

Figure 14.   Tracking under partial occlusion for frames 
frame00027-28 of PETS 2009 S2.L1. View_007 dataset.

Figure 15.   Tracking under partial occlusion for frames 
in000148-49 of PETS 2006 dataset.

Building a reliable model for prediction is a challenging 
task. In reality, the predicted value may be slightly 
deviated from the actual value. To show the efficacy of the 
proposed method, a graph for the predicted and the actual 
centroid values of the object for the IEEE CD Backdoor 
dataset is shown in Figure 16. The graph indicates that 
the algorithm is quite promising in predicting the objects 
missing state. 

To corroborate the efficacy of the proposed system, 
performance has been ascertained by precision and recall 
accuracy metrics1. The results obtained are shown in 

Figure 16.   Graph of actual and predicted centroid for IEEE CD Backdoor dataset.
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Table 2. The precision and recall can be defined as follows:
No. correct correspondencesPrecision=

No. established correspondences
		  (8)

No. correct correspondencesRecall=
No. actual correspondences

		  (9)

where, the actual correspondence denotes the 
correspondence as per the ground truth data.

The sequence of IEEE PETS 2006 and IEEE CD Copy 
Machine contains the ghosts which are resulted because of 
non-stationary objects within the FOV of a camera. These 
ghost objects are considered as background in the motion 
segmentation process and therefore not segmented. 
Hence, recall is comparatively less for such datasets. On 
the other hand, the IEEE CD Bungalows dataset contains 

moving cars captured from relatively small distance 
which has resulted higher precision compared to results 
of other sequences.  

Comparative assessment with the state-of-the-art 
methods has been done and shown in Table 3. Further, 
comparison of the results with Kalman filter based 
method is presented in Figure 17 and Figure 18. The 
results validate that the proposed method performs better 
compared to Kalman filter based method.

For each stage of the proposed method the average 
computational time for a single frame having a pixel 
resolution of 240 x 360 pixels is shown in Table 4. The 
execution of the method was carried out using MATLAB 
R2011a on Intel Dual Core 1.8 GHz machine with 
Windows 7 Operating System.

Table 2.    Performance accuracy of the proposed method
Dataset Scene No. of objects Precision Recall
IEEE PETS 2006 Indoor 15 0.80 0.62
IEEE PETS 2009 Outdoor 37 0.81 0.71
IEEE CD Bungalows Outdoor 09 1.00 0.88
IEEE CD Backdoor Outdoor 05 0.77 0.91
IEEE CD Copy Machine Indoor 05 0.75 0.43
IEEE CD Cubicle Indoor 02 0.88 0.78
Average 0.84 0.72

Table 3.    Empirical comparison of tracking methods
Author Approach Entry Exit No. of Objects Occlusion Identity
Girisha and Murali9 Region Based No No Multiple No No
Nummiaro et al.11 Feature Based - - Single Yes No
Martin and Martinez13 Model Based - - Multiple Yes Yes
Heili et al.18 Hybrid Yes Yes Multiple No Yes
Proposed Hybrid Yes Yes Multiple Yes Yes

Figure 17.   Comparative tracking results for frames of IEEE PETS 2009 S2L1 dataset (top row) 
Kalman filter result (bottom row) proposed method result.
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Table 4.    Computational time
Stage Time in secs
Motion Segmentation 0.09
Blob hole filling and Morphological processing 0.09
Tracking 0.24
Total 0.42

6.  Conclusion

In this paper, a new algorithm to track multiple moving 
objects is proposed which use the color moments and 
Lagrange’s polynomial extrapolation. The proposed 
method solves the object identity problem in successive 
frames by using the color moments feature extracted by 
the segmented foreground object blob and associating 
the object features using nearest neighbor classifier with 
Chi-Square dissimilarity measure. Further, the occluded 
object state is predicted using Lagrange’s polynomial 
extrapolation which consists of three step process for 
establishing the missing state of object.

The method had been tested using the challenging 
IEEE PETS, IEEE CHANGE DETECTION and EPFL 
dataset which consists of both indoor and outdoor 
sequences with varied number of objects to prove its 
efficacy. Tracking accuracy using precision and recall 
accuracy measure is reported and the results obtained are 
encouraging. Further, comparative evaluation with the 
related methods has also been carried out to showcase 
the stability of the new method. The proposed method is 
able to perform significantly better compared to Kalman 
filter based method as per the experimental result. 
Incorporation of shadow segmentation model to improve 
tracking results will be considered as future directions.
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