
Abstract
Objectives: Power consumption in digital systems is a crucial issue with the greater emphasis on nano-scaled technolo-
gies. Power consumption is greatly curbed by reducing the voltage levels. However, this compromises the circuit delay. 
Also, by decreasing the voltage level, circuit delay rises exponentially and hence there is an increase in static energy con-
sumption. Methods/Statistical Analysis: In this paper, adders are the architectures chosen for optimization due to the 
fact that in most of the modern digital systems, the maximum operating speed depends on how fast adders can process the 
data. This, in turn, is responsible for setting the minimum clock cycle time in processors. The primary focus of this paper is 
to reduce the delay of Serial Full Adder (SFA), a sequential adder. The delay, power, and area of six different 16-bit adders 
are examined and compared with respect to their structure and logic depth. This paper presents optimized architectures 
for 32-bit and 64-bit SFA which operates with less delay and occupies less area by using massively parallel structures. 
Introducing the concept of neural networks helps us to formulate a power estimation method for adder architectures in 
SOC Using supervised learning method in Feed Forward Back Propagation Network, the estimated dynamic, leakage and 
total power is obtained for SFA for any desired input voltage. Findings: The experimental results shows that proposed 
SFA provides better results with power and delay as metric. The convergence of the proposed estimation method based on 
neural networks is faster due to its learning and training. Application/Improvements: This method can be extended to 
estimate the power of any adder architecture and using any other neural network.
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1. Introduction
VLSI implies miniaturization. The need of the hour is to 
ensure maximum possible efficiency in minimum pos-
sible area coupled with minimum power consumption 
and delay1. Adders have been chosen for optimization as 
addition forms the most fundamental operation in any 
modern digital system. The major problem with binary 
addition is the propagation delay in the carry chain. We 
know that

  (1)

Where, P is power in Watts, C is capacitance in Farad and 
V is voltage in Volts.

From the above equation, it can be said that in sub-
threshold region, both static and dynamic elements of 
power consumption are reduced considerably because of 
lower supply voltage. Circuit delay grows exponentially 
with descending voltage level and consequently, there is 
an increase in the static energy consumption. This is the 
problem being addressed in this paper.

The existing system comprises five combinational and 
one sequential adder. Some of these combinational adders 
have greater area, greater delay, greater fan-out or higher 
power consumption. Hence, SFA is designed. The archi-
tecture for SFA proposed in this paper aims at reducing 
the power-delay product and computes results for larger 
number of bits in smaller number of clock cycles.2–6
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2.2  Feed Forward Back Propagation 
Network

It is a multi-layered forward network using the rule of 
back propagation of errors. It prunes the total squared 
error of the output computed. The network is trained 
by supervised learning method. The objective is to train 
the network to establish a balance between the ability 
to respond correctly to input patterns that are used for 
training and also, the ability to provide good responses to 
similar inputs.

2.3  Power Estimation using Neural 
Networks

The ‘nntool’ is invoked in MATLAB to formulate a power 
estimation method based on the neural network approach. 
In this tool, the gate count, voltage and temperature are 
given as inputs and subsequently, dynamic, leakage and 
total power of the adders obtained after physical design 
in Cadence are given as the targets. The input data and 
the target data are to be given as matrix of the same size. 
Now, the selected network is trained with the given input 
and target data. After training the Feed Forward Back 
Propagation Network, the desired voltage is given as a 
third input during simulation for the trained network. 
The network estimates the dynamic, leakage and total 
power to be expected for the given voltage when simu-
lated in real-time.

3. Serial Full Adder
The Serial Full Adder in Figure 1 is a sequential digital 
circuit that performs bit-wise binary addition. The SFA 
consists of three single-bit inputs, i.e. the numbers to be 
added and the carry in. It produces two single-bit out-
puts, one for the sum and the other for carry out. The 
previously calculated carry-out signal forms the carry-in 
signal. In each clock cycle, addition is performed bitwise, 
lowest to highest. SFA has three components, a full adder 
combined with a 2:1 multiplexer and a D-flip flop to use 
the adder unit at different clock cycles in a time-serialized 
ripple-carry manner. The number of clock cycles equals 
to the number of bits8.

3.1 Comparison with Serial Processing
On comparing serial processing with parallel process-1. 
ing, it can be concluded that the series circuits are 

The first section deals with the physical design of the 
above six adders using Cadence Digital Encounter. Power 
and area reports are taken before and after physical design. 
Xilinx is used to obtain the delay report of the adders. The 
results are tabulated and a comparison is drawn.

The second section gives an overview on neural 
networks. In the third section; a delay-optimised archi-
tecture for 32-bit and 64-bit is presented using the 
concept of parallel structures. The last section uses feed 
forward back prop neural network to formulate a power 
estimation method for adders using. Following train-
ing, adapting and simulation, it is shown that the neural 
networks are able to estimate the approximate dynamic, 
leakage and total power for SFA for any desired input 
voltage.

2. Neural Networks
Neural networks are forecasting methods that replicate 
simple mathematical models of the brain. They imitate 
the way neurons are fired or activated in the brain. They 
generate complex non-linear relationships between the 
response variables and its predictors. Many computing 
cells work in parallel to produce a result during a compu-
tation. In case of failure of one or more cells, most neural 
networks can still operate. Neural networks have the abil-
ity to learn by themselves, an ability which distinguishes 
them from normal computers. The supervised neural net-
work, feed forward back propagation network is used in 
this paper.

2.1 Why Neural Networks?
Power estimation using neural networks does not require 
the detailed structure and the partial simulation results of 
VLSI circuits, unlike other power estimation techniques 
based on Monte Carlo approach. In other power estima-
tion methods, the time consumed is proportional to the 
scale of VLSI circuits. A neural network based modelling 
approach is proposed over the previous approaches to 
efficiently model the high-level power consumption and 
reduce computational time. It is based on an algorithm of 
smart approximation.

Advantages of Neural networks over Monte Carlo 
simulations:

Easier understanding•	
Lesser mathematical calculations required•	
Converges fast with threshold values•	
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4.2 Design of 32-Bit SFA
In the design shown in Figure 2 the input, which is of 
32-bits, is divided into two parts, which are of 16-bits 
each. Except for the initial 16 bits (a[15:0], b[15:0]), the 
remaining sub-parts of the two inputs are given to the two 
SFAs which are in the same column. The rightmost SFA 
and the SFAs which are in the top row are given input 
carry as ‘0’ while the SFAs in the bottom row are given 
the input carry as ‘1’. Usually, a 32 bit normal SFA takes 
32 clock cycles to add two 32 bit inputs but by using the 
above architecture, the computation can be completed in 
16 clock cycles. In 16 clock cycles, all the SFAs complete 
their addition operation. If the output carry of the right-
most SFA is ‘1’, then the bottom SFA becomes a part of the 
output. If the output carry of the rightmost SFA is ‘0’, then 
the SFA module in the top row is selected and its respec-
tive result is taken as a part of the 32-bit addition output. 
This is repeated with the other modules.

4.3 Design of 64-Bit SFA
In the design in Figure 3 the input, which is of 64-bits, 
is divided into 4 sub-parts of 16-bit each. Except for the 

simpler than the parallel circuits, both in number of 
gates (less full adders in this case) and also, the num-
ber of inputs and outputs
With respect to the processing time, serial structures 2. 
require as many computation cycles as blocks forming 
each word whereas parallel structures require as many 
clock cycles as number of bits. However, being sim-
pler, the serial adder withstands higher speeds than 
parallel, i.e. the serial adder requires more cycles but 
each cycle can be of shorter duration.

3.2 Advantage of SFA
The proposed SFA has lower area and lesser power-delay 
product compared to the other combinational adders like 
RCA, KSA, BKA, HCA and LFA.

4. Parallelism
Parallelism entails that the input stream is segmented into 
smaller pieces, distributed among different components 
of the processing system and computed in parallel so 
that the processing speed can be increased. In this paper, 
multiple 16-bit SFA modules are used as sub-modules 
in a parallel structure to add larger number of bits with 
reduced delay. The reduction in delay is achieved through 
the use of counters and registers. This, however, causes an 
increase in area. As of today’s standards, it is a common 
philosophy that area can be traded off in order to achieve 
higher speed. For these reasons there has to be a trade-off 
between delay and area in ASIC design.

4.1 Advantages of Parallelism
1. In a single clock period, multiple outputs are com-

puted in parallel.
2. The effective sampling speed is increased by parallelism.
3. This design can also be used to reduce the power con-

sumption. The sampling rate is increased by replicating 
hardware so that several outputs can be produced at 
the same time.

Figure 1. Serial Full Adder.

Figure 2. 32-Bit SFA using Parallelism.

Figure 3. 64-bit SFA using Parallelism.
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initial 16-bits (a [15:0], b[15:0]), the remaining sub-parts 
of the two inputs are given to two SFAs which are in the 
same column. The rightmost SFA and the SFAs which are 
in the top row are given input carry as ‘0’ while the SFAs 
in the bottom row are given the input carry as ‘1’. Usually, 
a 64-bit SFA takes 64 clock cycles to add two 64 bit inputs. 
However, by using the above architecture, the addition 
can be performed in 16 clock cycles. In 16 clock cycles, 
all the SFAs complete their addition operation. If the out-
put carry of the rightmost SFA is ‘1’, then the bottom SFA 
becomes a part of the output. If the output carry of the 
rightmost SFA is ‘0’, then the SFA module in the top row 
is selected and its respective result is taken as a part of the 
64-bit addition. This is repeated with the other modules. 
This operation can be extended for n-bit addition.  The 
simulation result is shown in Figure 4.

5. Results and Discussion
Following Verilog Design and Simulation, physical design 
was done for the adders using Cadence Digital Encounter. 
Power and area reports were taken both before physical 
design and after physical design shown in Figure 5. The 
gate count, power and area reports were taken for two 
voltages, 0.9V and 1.62V, post generation of net list and 
constraint files for each adder. Power estimation by feed 
forward back prop network: 22.43% from Figure 6 and 
Figure 7.

Figure 5. Simulation Result for 16-bit SFA.

Figure 6. Regression Analysis.

Figure 7. Comparison of Power Delay Product of Adders.Figure 4. RCA Layout.



K. Kiron, B. Srinath, Pochamreddy Satishwar Reddy and Husnul Budhiraja

Indian Journal of Science and Technology 5Vol 9 (37) | October 2016 | www.indjst.org

11.408ns and 15.321ns respectively. Hence, optimization of 
the existing SFA architecture is achieved using the concept of 
parallelism. The proposed delay-optimized parallel architec-
ture of SFA can be employed to create an n-bit adder which 
can perform addition operation in smaller number of clock 
cycles. Lastly, neural network based approach to power esti-
mation is employed which estimates power with about 22 
percent tolerance. Estimation of power is important because 
the generated estimation allows the user to have a rough 
approximate of the power to be expected during real time 
simulation. The neural network based approach for power 
estimation can be done using other neural networks and 
extended to other architectures. 
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6.  Power Estimation of SFA using 
Neural Networks

The concept of neural networks is employed to formulate a 
power estimation method for adder architectures in SOC. 
Using supervised learning in Feed Forward Back Propagation 
Network and Elman Back Propagation Network, the esti-
mated dynamic, leakage and total power is obtained for SFA 
for any desired input voltage8. This method can be extended 
to estimate the power of any adder architecture. Neural net-
work tool of the MATLAB is used for power estimation of 
the different adders at different PVT values.9–11

The first step is to train a neural network to make it 
familiar with the environment. A trained neural network 
can be thought of as an “expert” in the category of informa-
tion it has been given to analyse. This “expert” can then be 
used to provide projections given new situations of interest 
and answer “what if ” questions. Figure 8 shows regression 
test after results after the network is trained. It is observed 
the linear regression is obtained to show that the network is 
trained well for given value of input vectors.

7. Conclusion
Following logic design, simulation, physical design and com-
parison, it is proved that 16-bit SFA has the lowest delay when 
compared with its 16-bit combinational adder counterparts. 
Also, it is noted that the power decreases after physical design 
as compared to the power value before physical design. The 
total power consumed by the SFA can be reduced by replac-
ing the D-flip flop with a latch. This can reduce the power to 
a greater extent while using the SFA modules in parallelism. 
However, in ASIC, there is always trade off between delay and 
area. Smaller delay entails greater area and vice-versa. Hence, 
a separate architecture is proposed for SFA which reduces 
the effective area. The proposed paralleled SFA architectures 
perform 32-bit and 64-bit computation with small delay of 

Figure 8. Comparison of Delay of Adders.


