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Abstract
Objectives: This paper aims at clustering documents using a new similarity measure based on energy of a bipartite 
graph. Methods/Statistical Analysis: We have made use of bipartite representation of documents and clustered them. 
The proposed algorithm has been illustrated for a small document set. The documents have been clustered using the 
new similarity measure based on energy of a bipartite graph introduced by us. Findings: Our proposed algorithm gives a 
better clustering quality comparing with the k means clustering algorithm. Application/Improvements: This proposed 
algorithm can be further extended and applied to cluster large document sets.

1. Introduction
 Document clustering is one of the text mining techniques 
which are employed to divide a document corpus into 
significant clusters by minimizing the intra-cluster dis-
tance between documents and maximizing the distance 
between clusters. This is achieved by adopting a suitable 
distance or similarity measure.  

Since clustering algorithms1 cannot interpret the 
documents directly, an indexing procedure that maps a 
text into a compact representation is applied. Selecting an 
appropriate representation for text is dependent on the 
features extracted from the document. The vector space 
model is the commonly used representation model for 
text documents. Here each document is represented as a 
vector of weights for ‘m’ terms (features) taken from the 
document, given by dj=(w1j,w2j,.....wmj), where dj repre-
sents the jth document, m the number of terms and wij 
is the weight of the ith term in the jth document. When 
the features are identified with the words in the text 
documents, we call it the “bag of words” document rep-
resentation. If there are n documents in the document 
corpus, combining all these n document vectors, we can 

get a n x m matrix usually called as the term document 
matrix tfi,j which gives the frequency count of the terms 
in the document. The terms occurring frequently within 
a document reflect the key concepts presented in the 
document more strongly than terms occurring less fre-
quently and hence, have higher weights. But, words that 
occur more frequently across documents may not have 
significant value in the corpus. To tackle this situation we 
use term frequency inverse document frequency (tf-idf)2 
weighting scheme. Inverse Document Frequency (IDF) 
is given by idfi=log(n/ni) where n is the total number of 
documents in the document set and nj is the number of 
documents in which the term j exists. Under the tf-idf 
weighting scheme, the elements of the term document 
matrix would be given by wi,j= tfi,j × idfi. This increases 
the weight of terms that frequently occur in a smaller set 
of documents and decreases the weight of terms that fre-
quently occur across the entire corpus.

A graph based model is one of the ways to represent 
the document corpus. A graph is a set of vertices and 
edges denoted by G={V,E}, where V is the set of vertices 
and E is the set of edges. Graph representation takes the 
structure of the graph into consideration and is useful in 
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cluster analysis to group vertices of the graph into clus-
ters.

In this paper we present a new graph based document 
clustering technique motivated by the recent advances in 
the area of graph based document clustering. In this work 
we have considered a document corpus, and collected 
the unique terms in the corpus after pre-processing. We 
have given a graph representation of the Documents and 
unique terms/words.  Depending on the most frequently 
occurring terms, we have reduced the sparsity of the term 
document matrix and obtained a reduced term docu-
ment matrix. For this reduced term document matrix, we 
have given a bipartite graph representation based on the 
reduced set of words. We have then computed the energy 
matrix for the bipartite graph. We have introduced a 
novel method to find the similarity between documents 
using energy of a bipartite graph.

This paper is organized as follows. In the second sec-
tion we have given the preliminaries related to energy of 
a graph and energy between pairs of documents; a new 
similarity measure is also introduced in this section. The 
next section contains an experimental analysis of a set of 
six documents represented in terms of a reduced term 
document matrix along with its bipartite representation. 
Using the reduced term document matrix, we calculate 
the energy matrix and the new similarity matrix which 
we have proposed. We then perform the clustering of 
the documents considering the similarity matrix in its 
normalised form. We finally present the discussions and 
conclusion of our clustering result.

2. Preliminaries

2.1 Graph
A Graph G is denoted as G (V, E) where V is the set of n 
nodes, and E is the set of m edges between them.

2.2 Directed Graph and Undirected Graph
For a directed graph G(V,E), each edge (i, j) ϵ E 
represents a directed edge that starts at node i and ter-
minates at node j. If edges point in both directions i.e., 

EijEji ∈⇒∈ ),(),(  then we get an undirected 
Graph3. 

2.3 Bipartite Graph
A Graph G(V,E) is said to be bipartite if its vertex set 
V can be partitioned into two disjoint subsets X and Y 
where YXV ∪= with ∋=∩ φYX  every edge e ϵ E 
joins some vertex in X to some vertex in Y5. 

2.4 Weighted Graph
A weighted Graph is denoted as G (V, E, W) where V is 
the vertex set, E the edge set and 0, >∈ wWw  repre-
sents the weight assigned to the edges3.

2.5 Adjacency Matrix of a Bipartite Graph
The adjacency matrix A of a weighted bipartite graph 
G(V,E,W) with YXV ∪=  is an N1 x N2 matrix , such 
that3

Here N1 represents the number of rows and N2 repre-
sents the number of columns of the adjacency matrix. In 
the context of document clustering, X represents the set of 
terms in the document set, Y represents the document set 
and ωij gives the weight assigned to the edge (i,j). W=| ωij | 
is a matrix that represents the frequency of term i in docu-
ment j.

Figure 1. Bipartite representation of documents in G.

The adjacency matrix of a bipartite weighted graph G 
(V,E,W) is represented in a block matrix format as 
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 where 
TW  is the transpose of matrix W .

2.6 Energy of a Graph

If [ ]ijA a=
 
is the adjacency matrix of a graph G with n 

vertices and m edges and nλλλ .,........., 21  are the eigen 
values of A, then the energy of the graph G is defined to 
be the sum of the absolute values of its eigen values4 i.e., 

∑
=

=
n

i
iGE

1
||)( λ . The set }.,.........,{ 21 nλλλ  is known 

as the spectrum of G6,7.

2.7 Energy of a Bipartite Graph
Consider the bipartite representation3,5,8 of the document 
corpus as a graph G where t1,t2,t3,...tp ϵ T is the term set, 
p being the number of terms and d1,d2,d3,..dN ϵ D is the 
document set, N being the number of documents.

It9 has been proved that for a bipartite graph G with 
n vertices and m edges the energy of G is given by the 
inequality

(1)
2

2

4 8( ) ( 2)(2 )m mE G n m
n n

≤ + − −
                 

Since we are working with document clustering, we 
calculate the energy between pairs of documents consid-
ering only the upper bound of the above equation.

2.8 Energy between Pairs of Documents
Consider the sub graph of the bipartite graph, which is 
again a bipartite graph, which contains p terms and we 
consider pairs of documents from the document corpus 
to obtain the energy matrix of this sub graph (bipar-
tite graph). Let t1,t2,t3,...tp ϵT be the p number of terms.  
Considering two documents di,dj for all i=1,2,3,...N and 
j= 1,2,3,...,N the bipartite subgraph representation is as 
given in Figure 2.

We have modified the formula9 to find the distance 
(energy) between these two documents and it is as given 
below

(2)2

2

4 ' 8 '( , ) ( ' 2)(2 ' )
' 'i j

m mE d d n m
n n

= + − −

Figure 2. Bipartite representation of subgraph of G.

Since we consider only two documents at a time, we 
have n’=p+2 where p is the number of terms and 2 is the 
number of documents taken at a time. Also m’ is the num-
ber of edges (multiple) incident from di, dj to vertices in T.

Using n’ = p+2 in (2) we get

)8)2(24(
2

1),( 22 mppmpm
p

ddE ji ′−+′+′
+

=           (3)

where p =|T| is the number of terms in the document 
corpus , m’ is the number of edges incident from docu-
ments di ,dj to vertices in T. We have calculated the energy 
between documents i and j using the formula (3).

3. New Similarity Measure
Distance measures play a vital role in clustering data 
points. Choosing the correct distance measure for a given 
dataset is important. The similarity between various 
objects is defined by a distance measure. The various dis-
tance/similarity measures are Euclidean distance, squared 
Euclidean distance measure, Minkowski distance mea-
sure, Chebychev distance, power distance, Manhattan 
distance measure, Bit-vector distance measure, compara-
tive-clustering distance measure, Huffman-code distance 
measure and Dominance-based distance measure. 

Based on the laws of physics for energy and coulombs 
law, a new similarity measure introduced by us is given by

ji

ji
ji qq

rddE
ddS

2),(
),( =

                   [4]

where ),( ji ddS  is used to find the similarity between 
pairs of documents. Here ),( ji ddE  is the energy between 
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pairs of documents, iq  is the number of terms in docu-
ment i, jq  is the number of terms in document j, r is the 
number of words common to both the documents ji dd , .

4. Experimental Analysis
For illustration purpose we have restricted our analysis to 
a document set comprising of 6 documents: D1, D2, D3, 
D4, D5, D6 given below.

4.1 Document Corpus
D1: CLUTO is software for clustering low and high 
dimensional datasets.

D2: CLUTO is a tool for analyzing the discovered 
clusters.

D3: Given a set of documents, the clusters formed 
have a high degree of association between them.

D4: Document clustering minimizes intra-cluster dis-
tances between documents.

D5: Internal quality measure and external quality 
measure are used to evaluate document clustering.

D6: Similarity and distance measures are used to eval-
uate distance between documents.

These 6 documents contain a total of 67 terms and the 
maximal term length is 12.

4.2 Text Pre-Processing
Text pre-processing is used to convert the original docu-
ment set into a structured format that can be readily 
clustered. Test pre-processing identifies the significant text 
features that differentiate between text categories. The key 
purpose of pre-processing is to identify the prime features 
(terms) in the document set that enhance the relevancy 
between terms and documents. The primary goal of pre-
processing is to divide the text into individual words10. 
Text pre-processing involves tokenization wherein string 
sequences are broken up into what are known as tokens. 
Tokens comprise words, keywords, phrases, symbols 
and other elements. Also, some characters like punctua-
tion marks and white spaces are eliminated11. Stop words 
elimination which involves the removal of prepositions, 
articles and pronouns that are not important for text 
mining from text documents, improves the system per-
formance11. Stemming is used to remove various suffixes 
and the words are reduced to exactly matching stems. 
This saves memory space and time10,12.

After pre-processing our 6 document set2,8, we notice 
that the total number of words in our document set 
reduces to 43 terms. Also, we see that8 out of the 43 terms 
only 26 words (terms) are unique. Hence, it is evident that 
pre-processing reduces the number of terms that are to be 
considered for further processing.

4.3 Reduced Term Document Matrix and 
Bipartite Graph
After applying the pre-processing steps and identifying 
the unique words, we can represent the document/term 
collection as an undirected graph. 

After pre-processing, our 6 document set is repre-
sented as an undirected graph comprising of 32 nodes (26 
nodes for the unique words and 6 nodes that represent 
the documents). The corresponding adjacency matrix A 
is as follows.

26 26 26 6

6 26 6 6
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x x
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x x
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W is a 26 X 6 matrix whose elements are the frequen-
cies of the most frequent terms (26) in the 6 document 
set. From the adjacency matrix A, it is evident that the 
graph is a bipartite graph. We also see that this matrix is 
highly sparse8. For further analysis, we have reduced the 
sparsity of the matrix W by taking into consideration only 
those rows whose row sum is greater than 1, that is, only 
those terms whose frequency is more than 1 across all 
the documents is considered. We now get the following 
reduced term document matrix shown in Table 1. 

This reduced matrix contains only 8 frequently occur-
ring terms. The bipartite representation of the document 
corpus and the 8 frequently occurring terms is given in 
Figure 3. The weights attached to the edges represent the 
frequency of a particular word in the corresponding doc-
ument.  

We now consider the reduced term document matrix 
and using Table 1 we construct the energy matrix as in 
Table 2.
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Table 1. Reduced term document matrix

Term/Doc D1 D2 D3 D4 D5 D6
cluster 1 1 1 1 1 0
Cluto 1 1 0 0 0 0
distanc 0 0 0 1 0 2
document 0 0 1 2 1 1
Evalu 0 0 0 0 1 1
High 1 0 1 0 0 0
measur 0 0 0 0 2 1
Use 0 0 0 0 1 1

Figure 3. Bipartite graph for reduced set of terms.

4.4 Energy Matrix
Using the formula for energy between documents given 
in Equation (3) we get the following energy matrix E for 
the document corpus.

4.5 Similarity Matrix
Using the energy matrix, we form The normalized simi-
larity matrix is given in Table 4.. This gives the similarity 
between the documents. 

For our analysis, we have normalised the Similarity 
matrix by dividing each element of the similarity matrix 
by the largest element, i.e., 7.699. After normalisation, all 
the values lie between 0 and 1. Given below is the nor-
malised similarity matrix:

We now describe the algorithm for clustering the doc-
uments making use of the normalised similarity matrix.

5. Clustering Solution

5.1 Proposed Algorithm for Clustering
We now present the algorithm for clustering the docu-
ments.

•	 From the normalised similarity matrix, identify 
the document(s) with the highest values along 
the diagonal as the clustering seeds. The num-
ber of seeds identified depends on the number of 
clusters to be formed. If the number of clusters is 
two then select two documents with the highest 
normalised similarity values as seeds s1,s2.

•	 Consider the normalised similarity values 
between each of the documents and the chosen 
seeds s1, s2.

•	 Assign the documents to the cluster to which 
the similarity of the document with the seed is 
higher.   

•	 Repeat steps 1–3 till all the documents are clus-
tered.

To illustrate the working of our technique, we cluster 
the documents in our document corpus into two clusters. 
To form the clusters, we first identify the seeds of the two 
clusters. From the diagonal of the normalised similarity 

Table 2. Energy matrix

 Energy D1 D2 D3 D4 D5 D6
D1 7.699231 10 10.94166 11.77998 13.2 13.2
D2 10 6.225864 10 10.94166 12.52952 12.52952
D3 10.94166 10 7.699231 11.77998 13.2 13.2
D4 11.77998 10.94166 11.77998 8.932121 13.79796 13.79796
D5 13.2 12.52952 13.2 13.79796 10.94166 14.792
D6 13.2 12.52952 13.2 13.79796 14.792 10.94166
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matrix given in Table 4, we choose D1 and D6 as seeds 
to form the two clusters. These two documents are cho-
sen as seeds since they correspond to the two consecutive 
highest values, 1 and 0.987 respectively, along the diago-
nal of the normalised similarity matrix. We notice that 
we could have chosen either D1 or D3 since both have 
the same normalised similarity value. Here we have cho-
sen D1. Similarly, we could have chosen either D5 or D6 
as a seed, since both have the same normalised similarity 
value. Here we have chosen D6 as the seed. 

We find the clustering solution based on the nor-
malised similarity values between each of the remaining 
documents and the two seeds. We assign a document to 
a cluster if the normalised similarity value between the 
document and the corresponding seed is greater. For 
example, if we consider document D2, its normalised 
similarity value with respect to D6 is 0, while its nor-
malised similarity value with respect to D1 is 0.866. 
Hence, D2 is assigned to the cluster with D1 as the cluster 
center (seed). Proceeding in this way, we get two clusters 
where D4, D5 and D6 form one cluster and D1, D2 and 
D3 form the second cluster.

The following table gives the clustering solution for 
our proposed algorithm.

The distribution of the documents between the two 
clusters is given in Table 5. Here ‘clu’ and ‘doc’ refer to the 
class labels.

Table 5. Clustering solution of our proposed 
algorithm

Cluster/Class clu doc

C1 2 1

C2 0 3

5.2 k-Means Clustering Solution
We applied the k-means clustering algorithm13,14 to the 
reduced document term matrix with 6 documents. The 
clustering solution is given below.

Table 6. Clustering solution for k-means algorithm

Cluster/Class clu doc

C1 0 2

C2 2 2

5.3 Clustering Solution Validation
We have validated our algorithm by comparing with 
k-means. We present in Table 7 the values of entropy and 
purity for our proposed algorithm and k means clustering 
algorithm. From the entropy and purity values it is evi-
dent that our proposed algorithm gives a better clustering 
solution than the k means algorithm.

Table 3. Similarity matrix

Similarity values D1 D2 D3 D4 D5 D6
D1 7.699 6.667 4.863 0.982 0.733 0
D2 6.667 6.225 1.667 1.368 1.044 0
D3 4.863 1.667 7.699 3.927 2.933 0.733
D4 0.982 1.368 3.927 5.024 2.299 2.299
D5 0.733 1.044 2.933 2.299 7.598 6.574
D6 0 0 0.733 2.299 6.574 7.598

Table 4. Normalised similarity matrix

Normalised 
similarity values

D1 D2 D3 D4 D5 D6

D1 1.000 0.866 0.632 0.128 0.095 0.000

D2 0.866 0.809 0.217 0.178 0.136 0.000
D3 0.632 0.217 1.000 0.510 0.381 0.095
D4 0.128 0.178 0.510 0.653 0.299 0.299
D5 0.095 0.136 0.381 0.299 0.987 0.854
D6 0.000 0.000 0.095 0.299 0.854 0.987
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Table 7. Clustering solution of our proposed 
algorithm

Quality/
Algorithm

Proposed 
Algorithm

K-means 
Algorithm

Entropy 0.4591 0.6666
Purity 0.8333 0.6666

6. Conclusion
In this paper we have made use of the bipartite represen-
tation of documents and clustered the documents based 
on a new similarity measure that we have introduced. As 
an extension of this work, we would study the clustering 
behaviour for a bigger document corpus and also anal-
yse the quality of the clustering result. We would also 
compare our clustering technique with other clustering 
algorithms to analyse the efficiency of our technique. 
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