
Abstract 
Objectives: In this paper, a novel algorithm based on Transform Domain Least Mean Square (TDLMS) is proposed for Blind 
Source Separation (BSS). The proposed algorithm is compared with several other BSS algorithms in detail and the results 
are discussed extensively. Methods/Statistical Analysis: To solve the problem of BSS employing the present approach, the 
ordinary gradient used in conventional LMS algorithm is replaced by natural gradient on the Stiefel manifold. The natural 
gradient is computed from a cost function based on Bussgang criterion. The proposed algorithm is compared with previously 
reported LMS type and Recursive Least Square (RLS) type algorithms for four different performance criteria – cross–talk 
error convergence, harmonic distortion in recovered signals, average deviation from orthogonality of demixing matrix and 
time complexity. Findings: Using simulations it is found that the proposed algorithm has best cross-talk error-convergence 
and least harmonic distortion as compared to other algorithms. However, the average deviation from orthogonality for 
demixing matrix and average simulation time for the proposed algorithm are comparable to  LMS-type algorithms and 
estimates 35% as compared to RLS-type algorithms. Application/Improvements: The use of natural gradient and the 
pre-whitening process improves the performance of the algorithm. This algorithm is applied to separate signals from its 
mixture.
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1. Introduction
Blind Source Separation (BSS) consists of separating a 
set of unobserved source signals from a set of linear mix
ture of them when the mixing matrix coefficients are not 
known. A number of algorithms have been developed 
to solve the BSS problem. One of the classifications of 
the BSS algorithms is based on their choice of the cost 
function and minimization/maximization of this cost 
function. Two cost functions that have been widely used 
are based on Bussgang criterion1, 2 and nonlinear PCA 
criterion3, 4 Based on these cost functions, Least Mean 
Square (LMS) type and Recursive Least Square (RLS) type 
algorithms have been developed1,4. The superiority of RLS 
type algorithms over LMS types is well studied in litera
ture. The better performance of RLS is due to an inherent 
whitening process of input samples in RLS type algorithm 

itself. In this paper, a transform domain LMS method is 
proposed that overcomes the limitations of LMS algori
thm and gives better performance than RLS algorithms 
as well. The proposed algorithm incorporates Discrete 
Fourier Transform (DFT), for prewhitening of source 
mixtures and is formulated in the Riemannian space using 
natural gradient update on the Stiefel manifold which is 
reported to be superior to ordinary gradient method of 
BSS applications5,6. The proposed LMStype algorithm 
has been compared with LMStype and  RLStype algo
rithms reported in literature.

Section 2 introduces the problem formulation in BSS 
using Bussgang criterion and natural gradient over Stiefel 
manifold. The proposed algorithm is derived in Section 3. 
Simulations are presented in Section 4. The results of sim
ulation are discussed in Section 5 and conclusions are 
made in Section 6.
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2. Theory

2.1 Problem Formulation
Let  be the set 
of mixtures obtained from a set of source signals 

, through an unknown 
mixing system , i.e.

  (1)

where  is invertible matrix on . Let  be 
 separating matrix that is an estimate of the inverse 

of , so that 

  (2)

becomes an estimate of source vector . Then 
the learning problem for (2), with orthonormality 
constraint on the weight matrix, i.e.  ( is 

 identity matrix) becomes7

  (3)

where  is a cost function.. 2

2.2 Bussgang Criterion
In the Bussgang algorithm, the output signal, , from 
the tap delay filter is passed through a nonlinearity 

 as shown in Figure 1.
A Bussgang process has to satisfy8

  (4)

where  is a zeromemory nonlinearity and  
is the statistical expectation operator. The Bussgang 
property can be applied to the instantaneous mixing 
scenario by replacing the time series vector  by a vec
tor of different outputs  obtained 
from N different sources. The Bussgang condition in 

such a case is applied spatially rather than time–wise 
as1

  (5)

2.3  Natural Gradient in the Stiefel 
Manifold

As mentioned in section 1, natural gradient works more 
efficiently than ordinary gradient when the underly
ing space of parameters is not Euclidean5. Bussgang cost 
function (the same is true for nonlinear PCA criterion as 
well) involves computation of the estimate of the source 
signal , obtained as the output of a zeromemory non
linearity . The input to the nonlinear system is the 
adaptive filter output y which combines mixed signals 
linearly through tap weights . The net result is a cost 
function that is a nonquadratic function of tap weights. 
This leads to use of natural gradient in our approach. The 
natural gradient in Stiefel manifold is given as9

  (6)

where  is an ordinary gradient.

3. Proposed Algorithm

3.1  Cost function, Gradient and TDLMS 
Algorithm

The memory less nonlinear condition of (5) can be  rewritten 
as the cost function for the LMS type  algorithm1

   (7)

The cost function associated with nonlinear PCA9 is

   (8)

where  is the whitened input vector.
Comparison of (7) with (8) shows that (7) is 

 simpler. Though there are other contrast functions 
like maximum likelihood, negenotropy etc., they are 
closely connected to the previous two cost functions 
under certain conditions. However (7) involves an 
expectation operator , which requires an infinite 
number of samples, which is not available in practical 
 applications. It is then simplified as weighted norm

  (9)Figure 1. Block diagram of blind equalizer8.
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where is a  permutation matrix and  is 
 diagonal scaling matrix.

The optimum solution for satisfies the relation10,11

  (16)

Hence the algorithms are developed in such a way 
that they adapt  to maintain the orthonormality of 
the rows of .The proposed algorithm is compared 
with RLStype algorithms which is detailed in next 
 section for continuity.

3.2 RLS type Algorithm
An RLS type algorithm is formulated by considering 

 in (11).Then from  the 
optimal value of the filter weights are given as

   (17)

where,

      and        

The orthonormality constraint on the weight matrix 
 has been used to arrive at the expression for , as 

given in (16). Now  and  can be calculated  iteratively 
as

  (18)

  (19)

Using matrix inverse lemma and taking , 
the RLS algorithm for BSS with Bussgang cost  function 
is given as 

  (20)

where

and

where  is the norm value and  is 
 forgetting factor. The cost function obtained in (9) can 
be compared to the RLStype algorithm9 which uses a 
nonlinear PCA criterion. In the proposed algorithm, 
we have considered minimization of difference in the 
output explicitly, while this RLS type algorithm9 con
siders minimization of the difference between the 
input and inverse transformation of the desired out
put, i.e. a nonlinear function of the actual output. The 
gradient of  with respect to  is

  (10)

Putting (10) into (6) we get

Expanding it 

  (11)

If  in (11) then the corresponding stochastic 
gradient learning algorithms is

  (12)

where  is a positive learning rate or step size of the 
 algorithm.

The ndimensional vector  which corresponds to 
the mixed source signals is prewhitened to reduce corre
lation among the observations. The whitened input vector 
vt is thus expressed as 

  (13)

where  is the prewhitening matrix.
Next the separating matrix  is applied to  to 

yield

  (14)

Here , the output of BSS, is a permuted and scaled 
version of the source vector st,

  (15)
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4. Simulations
In order to study the performance of transform domain 
LMS type algorithm for BSS and to do its comparison 
with other related algorithms, simulations have been 
performed for signallevel comparison and contentlevel 
comparison. All the algorithms were compared for their 
computationalcomplexity. Then two performance indices 
are defined (Crosstalk error and deviation from orthogo
nality) and algorithms are compared for these indices.

4.1 Signal Level Comparison
The ability to separate signals from a mixture of them is 
tested with two different source signals.

The source signals are among those signals which 
were taken by previous authors9,11, for experimentation. 
These signals are sampled at  and then mixed 
by an orthogonal matrix which is randomly gener
ated in each ensemble run. Use of orthogonal mixing 
matrix is justified from the fact that we have taken the 
weight matrix  as orthogonal (for simplicity) and the 
transformation used is also orthogonal. The step size is 
chosen as  and initial weight values of 
separating filter are . The nonlinear function 

is used in the algorithm. 

4.2 Content Level Comparison
The performance of transform domain LMS type 
 algorithm, related to recovery of source signals from the 
mixture, is studied in comparison to other algorithms. 
The proposed scheme (LMStype algorithm with pre
whitened input) has been compared with the following 
algorithms

(i) RLS algorithm by 9,
(ii)the algorithm by 12,
(iii) the EASI algorithm13 and
(iv) RLS algorithm by 14.

All algorithms have initial weight values set as 
. Step size  is taken for 

Douglas algorithm12 and  is kept for 

EASI13 and DFTLMS type BSS algorithm. The forgetting 
 factor  is same for all RLStype algorithms. 
The nonlinear function is used in all 
the schemes. Two source signals, sine wave of  
( ) and ( ), are sampled at a sampling fre
quency of . They are mixed by an orthogonal 
transform and each of the algorithms is used to sepa
rate these mixed signals. The spectrums of the recovered 
signal are observed to make a content level comparison 
among the algorithms. 

4.3 Computational Level Comparison
The computational complexity of different algorithms is 
calculated. Assuming that all data are real, the proposed 
transform domain algorithm requires approximately 

 number of multiplication and  num
ber of signed addition. Since for higher values of n, the 
number of multiplication is much greater than the num
ber of addition and also average time for multiplication 
is significantly larger than the average time for addition, 
a comparison based on only number of multiplication is 
undertaken. The RLS algorithm9 requires  
and EASI algorithm13 requires  number of 
multiplications for one iteration. Thus the computational 
complexity of transform domain LMS type algorithm is 
slightly higher than algorithms of Douglas12 and EASI 
algorithm13 but it is much lower than the complexity of 
the RLS algorithm9 .

4.4 Performance Indices
As mentioned in Section 2.2, the input to the demixing 
algorithm is and consequently the total separating 
matrix is  where  is the weight matrix and V is 
the prewhitening matrix. This leads to the demixed signal 

 being expressed as,  
where . Now, the following tests are carried 
out for the matrices  and :

(i) Whether  is a diagonal matrix, and
(ii) Whether  is an orthogonal matrix.

The first test determines whether the original signals 
are exactly recovered and the second test is carried out 
to validate our assumption about orthogonality of the 
weight matrix. The extent to which the conditions stated 
in (i) and (ii) are satisfied is determined by finding out the 
following parameters:
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identical to the original signal with the exception that they 
are scaled versions of original signals. The case of permu
tation also exists. Research to minimize the permutation 
and scaling problem is also an active area of research and 
currently do not cover the scope of this paper.

To show the relative separation performance of 
 proposed algorithm with other algorithms the spectrums 
of recovered signals were compared. The spectrums are 
shown in Figure 3. Figure 3a and 3b are the spectrums 
of the original signals and , respectively. Next in 
Figure 3 (cl), the left column and right column show the 
spectrums of recovered  signal and  signal respec
tively, obtained using the above mentioned algorithms. 
It can be observed that recovered  has some compo
nents of and vice versa. This distortion in recovery of 

4.4.1 Cross Talk Error (PI)
The performance index, considered as cross talk error, is 
defined as9,15,16

where  is a mixture of mixing
transformationseparating matrix. For better performance, 
it is expected that PI should be as small as possible.

4.4.2 Average Deviation from Orthogonality
The average deviation of the separating matrix away from 
orthogonality is expressed as , 
where  is diagonal matrix composed 
by the diagonal elements of , and denotes 
the Frobenius norm1618 which is calculated as

  

A salient feature of this norm is that it is invariant 
under rotations.

5. Results and Discussions
The original and recovered signals, obtained with the 
 proposed scheme are shown in Figure 2. The observations 
from this figure tell that the recovered signals are almost 
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Figure  2. Original and recovered signal obtained in 
simulation.
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 original signal is minimum with DFTLMS type algo
rithm while it is maximum with Douglas algorithm. Since 
the Douglas algorithm and EASI algorithm are unable to 
remove the correlation among the mixed signals, their 
performance in recovery of the source signals is poor 
compared to the RLS type algorithms which can do some 
decorrelation. The best recovery shown by the DFTLMS 
type algorithm is due to more decorrelation of the mixed 
signals. The harmonic distortion in the recovered signals 
with different algorithms is calculated and presented in 
Table 1. From the table, it is clear that harmonic distor
tion is minimum with DFTLMS type algorithm which is 
clearly demonstrated by the spectrums of recovered sig
nal. Hence Figure 3 and Table 1 show the superiority of 
transform domain LMS type algorithm over other algo
rithms.

For the defined performance indices the results are 
shown in Figure 4 (for the average PI of 100 ensemble 
runs) and Figure 5 (for average deviation from orthogo
nality of weight matrix).

From these figures, it can be observed that:

(i) In general, RLS type BSS algorithms converge faster 
than LMS type BSS algorithms.

(ii) However the best convergence is observed in trans
form domain LMS type BSS algorithm. DFTLMS 

Figure 3. Spectral comparison of recovered signal by 
different algorithms (a) Original  (b)Original   (c) 
Recovered LMStype algorithm by Douglas12 (d) 
Recovered  (e) Recovered LMStype EASI algorithm13 
(f) Recovered  (g) Recovered  RLStype algorithm 
by Pajunen14 (h) Recovered  (i) Recovered RLS type 
algorithm by X. L. Zhu et. al.9 (j) Recovered   (k) Recovered 

Proposed TDLMS algorithm (l) Recovered 

-0.1 -0.05 0 0.05 0.1 0.15
0

50

100

150

200

250

300

350

400

(l)

type BSS algorithm starts with lower values of PI and 
have same steady state value as other algorithms.

(iii) The average deviation of weights, W, from orthogo
nality for RLS type algorithm14 by starts with higher 
values but it soon converges to near diagonal matrix 
while the weight matrix W for the proposed DFTLMS 
type algorithm is having small average deviation from 
diagonal matrix similar to the rest of the algorithms.

Summing up, from the above observations, the per
formance index for the proposed scheme has better 

Table 1. Total harmonic distortion (%) in the 
recovered and 

Recovered 
Signals

LMS-type 
algorithms

RLS-type 
algorithms

TDLMS 
type 

algorithm 
(using 
DFT)

EASI Douglas Pajunen Zhu

35.9 51.1 30.7 18.0 2.54

51.4 68.0 34.3 20.0 2.86

Figure 4. Average cross talk error over 100 ensembles 
versus iteration number

Figure 5. Average deviation of the separating matrix away 
from orthogonality over 100 ensembles versus iteration 
number.
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