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1.  Introduction

The most important and frequently used technique 
in data mining is feature selection which is used to 
data preprocessing. Functions like advances in data 
mining algorithm and developing mining performance 
which brings the immediate effect for feature selection1. 
Feature selection has been applied to a lot of areas namely 
face recognition, text categorization, finance and customer 
relationship management and cancer classification2. In 
the feature selection technique the data includes many 
unnecessary features. Redundant features provide more 
information rather than selected features, and irrelevant 
features provide no useful information in any situation3. 

Feature selection process is used for choosing a subset of 
features from a huge set of features to reduce the extensity 
of feature space for a strong classification task4. 

Ant Colony Optimization is a combinatorial 
optimization problem which selects most relevant 
features from the whole set of features5. By selecting a 
feature subset from the whole feature set improves the 
performance of classification algorithms. In this proposed 
work ant colony optimization is used as feature selection 
method to select features. Ant Colony Optimization 
is a distributed method in which a set of agents 
cooperate to find a good solution6. This is a filter based 
method which finds the optimal feature subset through 
several iterations. To reduce the redundancy among 
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selected features multivariate approach is used7,8. SVM 
classification algorithm is applied to the resultant optimal 
feature subset obtained using ACO. The accuracy of 
classification for whole feature set and the reduced feature 
subset are compared. The increase in the performance of 
the classifier for the reduced feature subset validates the 
proposed feature selection approach9. 

This research work is organized as follows. The section 
2 describes the methodology and the ACO algorithm. 
The experimental results and the comparison of different 
criteria are presented in section 3. Section 4 concludes 
this research work.

2.  Methodology

The father of the Ant Colony Optimization was Dorigo 
and Gambardella who invented it in the early 1990’s. Hard 
combinatorial optimization problems can be solved using 
Ant Colony Optimization (ACO). It is started by social 
habits of ants while searching for food. By solving hard 
combinatorial optimization problems cooperative work 
is carried out by each by each ant. It deposits a chemical 
substance, to communicate with other ants called 
pheromone. The intensity of the pheromone decreases due 
to the substance which evaporates over time6. To avoid 
trapping in a local minimum, to traverse new zone of the 
search area, and to decrease the possibility of selecting 
longer paths this process is being carried out8. While 
choosing two paths, ants prefer in higher possibility to 
select a path with more pheromone. The ants that select 
the shorter paths will get the food to the nest faster. Hence, 
shorter ways receive a higher number of pheromone 
than longer ways. Over time, all ants will be using the 
shorter ways to find the food. As a result, “evaporation of 
pheromone” and “probabilistic selection of paths”, allow 
ants to find the shortest way, and they guide to flexibility 
for solving combinational optimization problems9.

2.1 Feature Selection using ACO
Feature selection is the process of finding a subset of 
features, from the original feature set, optimally. Ant 
Colony Optimization method explores to find the optimal 
feature subset using some iterations. The main objective 
of the proposed method is to minimize the redundancy 
between them by selecting a subset of features. In this 
method lowest similarity features is selected by each ant 
to the previous selected features. Therefore, if a feature is 

selected by most of the ants, this indicates that the feature 
has the lowest similarity to the other features. The feature 
receives the greatest amount of pheromone, and the 
chances of its selection by the other ants will be increased 
in the next iterations. Finally, by using the similarity 
between features the top selected features will have high 
pheromone values. Thus, the proposed method selects the 
best features with minimum redundancy6.

The feature relevance leads to the minimization of 
the redundancy which will be calculated based on the 
similarity within the features. The steps to perform ACO 
feature selection is described below. In this technique, 
before the feature selection method starts, the search 
space must be expressed as a suitable form for ACO. 
Therefore, the search space is expressed as a fully 
connected undirected weighted graph, G = < F , E > 
where F = {F1, F2 ,…, Fn} indicates a set of all features in 
that each feature denotes a node in the graph, E = {(Fi, Fj): 
Fi, Fj ∈ F} indicates the graph boundary. The connection 
of the boundary (Fi, Fj) ∈ E will be set to the correlation 
value between Fi and Fj. Figure 1 shows the illustration of 
the feature selection problem.

Figure 1.    The representation of the feature selection 
problem.

The structure of algorithm is as follows: 
Step 1: The purpose of  a similarity related with the 

boundary between features i and j. The similarity between 
any two features is identified by calculating the perfect 
value of the cosine similarity among them. The cosine 
similarity between features A and B is calculated using 
the following equation.
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Here A and B shows two features with p-dimensional 
vector (A={a1, a2 ,..., ap} B ={b1, b2 ,..,bp}).The similarity
value of  two  features represented as 0 and 1 where 1 
indicates similar features and 0 represents non-similar 
features. If the calculated similarity value between two 
features is greater than zero the features are similar. 

By using ACO method in the feature selection 
problem, “heuristic data” and “desirability” must be 
defined by ACO algorithm. In the proposed method, the 
heuristic data is described as the contrary of the similarity 
within the features. A desirability measure τi ∀i = 1…n, 
ecalled “pheromone”, which is related to the features and 
will be refreshed by ants regularly.

Step 2: The proposed method is composed of many 
iterations. The group of pheromone allocated to each node 
before iterations start. In every iteration, NAnt ants are fixed 
randomly on the various nodes. Continuously according to 
a probabilistic “state transition rule” each ant traverses the 
nodes in a repetitive way until an iteration stopping rule is 
satisfied. Stopping rule is described as the number times 
the nodes that should be selected by each ant.

Step 3: The state transition rule aims to select features 
using highest pheromone values and smallest similarities 
to previously selected features. Feature counter array 
stores the features that is been selected by any ant.

Step 4: Then, at the end of the iteration, by applying 
a “global updating rule” the number of pheromone for 
each and every node is updated. Based on its feature 
counter value the number of pheromone for every node 
is computed. The ants tend to provide more pheromone 
to nodes with higher feature counter values. As well as, a 
portion of the pheromone melts on all nodes. 

Step 5: The task is repeated till a given amount of 
iterations are achieved. Next, the features are grouped 
of their pheromone values in lower order. Then, the top 
selected features with highest pheromone values are 
selected as the final feature subset.

The “state transition rule” is based on a sequence of 
the heuristic data and the vertex pheromone values as 
shown below:

When the ant k is placed on the feature i, the 
upcoming feature j can be choosed by a greedy method 
or in a probabilistic method. In the greedy method, the 
upcoming feature is selected based on the following 
equation:
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 is the 
inverse of the similarity between features i 
and u, β is a parameter that is used in the substance of 
pheromone versus similarity (β > 0), q0 ∈ [0,1] is a 
constant parameter, and q is a random value in the 
meantime [0,1].

In the probabilistic method, the upcoming feature j 
will be selected based on the probability Pk (i,j) which is 
described as follows:
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State transition rule based on the parameters q and q0 
which is a deals between Exploitation and Exploration. If 
q ≤ q0, then ants choose the perfect feature in the greedy 
way, or else, each feature has a possibility of being selected 
according to its probability value that is calculated using 
exploration. The purpose of the probabilistic method 
is to avoid being captured inside a local optimum. The 
connection of both the probabilistic and the greedy 
methods are called “pseudo-random-proportional rule”6,7.

The “global updating rule” is used to entire nodes at 
the end of the ant’s traverse using the given equation:
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where n is the number of unique features,  and  are the 
total number of pheromone values of feature i at times t 
and t+1, thus, ρ is a pheromone evaporation parameter, 
and FC[i] is the counter according to feature i.

3.  Experimental Results

Feature selection is the effective method is to select 
most suitable features from the whole feature set to 
raise the work of classification or clustering algorithms. 
Classification techniques are effective tool in order to 
classify the cancer data and measuring the accuracy. The 
effective classification tool is Support Vector Machine 
(SVM)10. In the proposed method, cancer datasets are 
processed more effectively using feature selection and 
classification. The feature selection method is based on 
Ant Colony Optimization and the classification method 
is Support Vector Machine (SVM). The ACO algorithm 
is implemented using Java Net Beans IDE 8.0.1. The SVM 
classification is done using Weka 3.6.
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3.1 Parameter Settings
The proposed method applies several threshold values. It 
involves a different number of adjustable parameters. The 
beginning amount of pheromone for each feature is set to 
0.2 (τi = 0.2) pheromone evaporation coefficient is set to 
ρ = 0.2, the exploration control parameter is set (q0 = 0.7), 
parameter β is set to 1 (β=1), and finally the number of 
ants for each dataset is set to the number of its original 
features (NAnt = #features).

3.2 Results of ACO based Feature Selection
Ant Colony Optimization based feature selection 
technique was used to select the features in breast 
cancer and liver cancer datasets. The results of feature 
Selection using Ant Colony Optimization in Breast 
and Liver Cancer datasets are shown in Figure 2. The 
experimental results show that the feature reduction of 
WDBC Breast cancer dataset is 55.55% and for BUPA 
Liver Disorder is 33.33%. Ant Colony Optimization 
based feature was applied to the breast and liver cancer 

datasets to find the optimal features from the original 
feature set. Breast cancer dataset attribute names denoted 
by {A0,A1,A2,A3,A4,A5,A6,A7,A8} and selected features 
are {A1,A2,A3,A8}. Liver cancer (BUPA Liver Disorder) 
dataset attributes names denoted by {A0,A1,A2,A3,A4, 
A5} and selected features are {A0,A1,A2,A5}.

Then, the whole features and selected features are 
applied in SVM classification technique. The percentage 
of feature reduction for WDBC dataset is 55.55% and for 
BUPA Liver Disorder is 33.33%. Support Vector Machine 
is used for classification. The classification is applied 
for the whole features and reduced feature subset. The 
accuracy of the SVM classification for whole feature set 
for WDBC dataset is 94.42% and for the reduced feature 
subset is 96.56%. There is a 2.12% of improvement in 
accuracy. The accuracy of the SVM classification for whole 
feature set for BUPA Liver Disorder dataset is 91.27% and 
for the reduced feature subset is 92.44%. There is a 1.17% 
of improvement in accuracy. The Table 1 represents SVM 
classification accuracy and Table 2 represents the feature 
reduction accuracy.

Table 1.    SVM classification accuracy
Cancer Datasets Whole set of features SVM Accuracy for 

whole set of features
Selected 
Features

SVM Accuracy for 
selected features

Wisconsin Breast Cancer Dataset 9 94.42% 4 96.56%
BUPA Liver Disorder 6 91.27% 4 92.44%

Table 2.    Percentage of feature reduction
Cancer Datasets SVM Accuracy for 

whole set of features
SVM Accuracy for 
selected features

Percentage of feature 
reduction

Wisconsin Breast 
Cancer Dataset

94.42% 96.56% 55.55%

BUPA Liver Disorder 91.27% 92.44% 33.33%

Figure 2.    Ant Colony Optimization based Feature Selection.
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The graphical representation of performance of SVM 
classifiers on WDBC and BUPA Liver Disorder Datasets 
are shown in Figure 3.

Figure 3.    Performance of SVM classifier.

4.  Conclusion

Cancer is considered as a dangerous disease caused mainly 
by environmental factors.  There are different types of 
cancers, all types of cancer cells continue to grow, divide 
and re divide instead of dying and form new abnormal 
cells. An early prediction is needed in order to give detail 
treatment to the cancer patients and to help reduce the 
mortality and morbidity rate. The techniques used for this 
proposed methods are, feature selection method using 
ant colony optimization and support vector machine 
classification on medical datasets. The reduced feature 
subset and improved accuracy shows that diagnosis can 
be made with limited number of features. The selected 
input datasets are Breast cancer, and Liver cancer dataset. 
The proposed feature selection technique is ant colony 
optimization based feature selection, which is used to 
select a subset of features with minimum redundancy 
between them. Finally, the method selects best features 
with minimum redundancy. SVM classification is applied 
to the resultant feature subset and performance of the 
classifier is observed. Major goal of classification was to 
predict the target class accurately for each case in the data. 

The SVM classifier was applied to both selected features 
and whole set of features. The result obtained shows that 
the selected feature subset acquired the higher accuracy. 
The experiment results show that the implementation 
of feature selection process can generally improve the 
accuracy of the classifier.
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