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1.  Introduction

1.1 Depression
The term depression is used to explain a long period of 
unhappiness. It can either refer to a person’s feelings where 
he or she is sad and depressed. To experience sadness 
major life crisis is must have happened. Significant 
depressive disorder refers to a condition where there 
is prolonged sadness without any link to life events. It’s 
significant to keep in mind that major depressive disorder 
is an ill health and needs to be treated just like other 
ailments. Depression can affect a person sensitively as 
well as physically.

Depression1 is a state of low mood and aversion 
to activity that can affect a person’s feelings, manners, 
approach and sense of well-being. Depressed people may 
feel cheerless, nervous, empty, fruitless, worried, helpless, 
useless, guilty, irritable, hurt, or restive. They experience 
loss of appetite or overeating, include problems focused, 
detection details, or making decisions, and may perhaps 

contemplate or try suicide. Insomnia, extreme sleeping, 
collapse, loss of energy, or aches, thoroughness, or 
digestive problems that are resistant to management may 
also be present. 

Depression2 is a major contributor to the global 
burden of disease and affects people in all communities 
across the world. Depression is a common psychological 
disorder that presents with depressed frame of mind, 
loss of interest or happiness, decreased energy, feelings 
of guilt or low self-worth, disturbed sleep or appetite, 
and poor concentration. Moreover, depression often 
comes with symptoms of anxiety. These problems can 
become continual or recurrent and lead to substantial 
impairments in an individual’s ability to take care of his or 
her everyday responsibilities. Depending on the number 
and harshness of symptoms, a depressive episode can be 
categorized as mild, moderate, or severe. A human being 
with a mild depressive episode will have some difficulty in 
continuing with ordinary work and social activities, but 
will almost certainly not cease to function altogether.
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2.  Hamilton Rating Scale

The Hamilton Rating Scale (HRS), for Depression is 
used for analysing depression data3. It is a multiple item 
questionnaire used to provide the depth of depression 
and as a direct measure to estimate recovery. Max 
Hamilton formerly provided the scale in 1960 and has 
demonstrated usefulness for determining the level of 
depression before, during, and after treatment. Higher 
depressive symptomatology would be discussed with  
relationships persisted after separate adjustments for 
various risk factors including sex, age, education, oral 
contraceptive use, dietary fat, physical activity, alcohol 
consumption, smoking status, LDL-cholesterol, HDL-
cholesterol, systolic blood pressure and history of acute 
infectious disease4. It is used to rate the severity of 
depression. In our study, the questionnaire is considered 
for adults The various factors considered in the rating 
scale are: probing mood, feelings of guilt, suicide ideation, 
sleeplessness, disturbance or retardation, worry, weight 
loss, and somatic symptoms. The HRS has 21 categories of 
depression5. The distribution of depression patterns used 
for training ESNN is given in the following Table 1.

Table 1.    Distributions of patterns
Total Range 
categorized in 
the target values

Target 
Values

No. of 
patterns 
in each 

category

No. of 
patterns 

for 
Training 

No. of 
patterns 

for 
Testing

< = 15 1 49 9 9
>15 AND < = 30 2 786 18 18
>30 AND < = 45 3 903 18 18
>45 4 62 10 10
Total 1800 55 55

3.   Echo State Neural Network 
(ESNN)

Artificial Neural Networks are computing elements 
thatare based on the structure and function of the 
genetic neurons. ANN has been divided into two types 
such as supervised and unsupervised methods. These 
networks have nodes or neurons that are different by 
difference or differential equations. Echo State Networks 
(ESNs) provide a novel and easier to manage approach 
to supervised training of RNNs. A large (order of 100s 
of units) RNN is used as a “reservoir” of dynamics which 
can be excited by suitably presented input and/or fed-
back output6. 

RNNs are the most in nature plausible of the ANN 
models. RNN algorithms undergo computational 
complexity, resulting in instability. The problem of 
crumbling gradients has been addressed with special 
Processing Elements (PEs). It has lately become a vivid 
research field with numerous extensions of the basic 
idea, including reservoir adaptation, thus broadening the 
initial paradigm to using different methods for training 
the reservoir and the readout. That review systematically 
surveyed both current ways of generating/adapting the 
reservoirs and training different types of readouts7.

Figure 1, presents ESNN five topology interconnected. 
The recurrent topology of nonlinear PEs constitutes a 
reservoir  six of rich dynamics and information about the 
history of input and output patterns.

In Echo State Neural Network, the ESNN possesses 
a highly interconnected and the recurrent topology of 
nonlinear processing elements called echo states (PEs). 
The PEs is a reservoir that stores continuous information. 

Figure 1.    Echo State neural network.
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The memory less linear read out is trained to produce the 
output. The ESNN is presented with ‘M’ input units, ‘N’ 
internal PEs, and ‘L’ output units.

3.1 Training ESNN
Step 1: Read a Pattern (I). 
Step 2: Decide the number of reservoirs. 
Step 3:  Deciding the number of sides in the input layer = 

length of the pattern. 
Step 4:  Decide the number of sides in the output layer = 

number of target values. 
Step 5:  Initialize random weights stuck between input 

and hidden layer (Ih) hidden and output. 
Step 6: Calculate F = Ih*I. 
Step 7: Calculate TH = Ho * T. 
Step 8: Calculate TT = R*S. 
Step 9: Calculate S = tanh(F+TT+TH). 
Step 10: Calculate  a = Pseudo inverse (S). 
Step 11: Calculate Wout = a * T and store Wout for testing. 

3.2 Testing ESNN
Step 1: Read a Pattern (I) .
Step 2: Calculate F = Ih*I.
Step 3: TH = Ho * T.
Step 4: TT = R*S.
Step 5: S = tanh(F+TT+TH).
Step 6: a = Pseudo inverse (S).
Step 7: Estimated = a * Wout.

Figure 2.    Classification performance of ESNN.

Table 2.    Psychological Depression Data
Inputs for Artificial neural network algorithms

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

D
ep

re
es

ed
 m

od
d

Fe
el

in
g 

of
 G

ui
lt

Su
ic

id
e

In
so

m
ni

a 
Ea

rly

In
so

m
ni

a 
M

id
de

l

In
so

m
ni

a 
La

te

W
or

k 
an

d 
ac

tiv
iti

es

Re
ta

rd
at

io
n 

Ps
yc

ho
m

ot
or

A
gi

ta
tio

n

A
nx

ie
ty

A
nx

ie
ty

 S
om

at
ic

So
m

at
ic

 S
ym

pt
om

s

So
m

at
ic

 G
en

er
al

G
en

ita
l S

ym
pt

om
s

H
yp

oc
ho

nd
ria

sis

Lo
ss

 o
f W

ei
gh

t

In
sig

ht

D
iu

rin
al

 V
ar

ia
tio

n

D
ep

re
so

na
liz

at
io

n 
an

d 
 

D
ev

ar
ia

tio
n

Pa
ra

no
id

 S
ym

pt
om

s

O
bs

es
sio

na
l a

nd
 co

m
pu

lsi
ve

  
Sy

m
pt

om
s

Ta
rg

et
 O

ut
tp

ut
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 4
0 0 0 0 2 0 0 0 0 2 0 0 0 0 2 0 0 0 0 0 2 8
0 0 0 1 0 0 0 0 0 3 0 0 0 0 3 0 0 0 0 1 0 8
0 0 0 1 1 0 0 0 0 4 0 0 0 0 4 0 0 0 0 1 1 12
0 0 0 1 2 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 2 8
0 0 0 2 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 2 0 8
0 0 0 2 1 0 0 0 1 2 0 0 0 1 2 0 0 0 0 2 1 12
0 0 0 2 2 0 0 0 1 3 0 0 0 1 3 0 0 0 0 2 2 16
0 0 1 0 0 0 0 0 1 4 0 0 0 1 4 0 0 0 0 3 0 14
0 0 1 0 1 0 0 0 2 0 0 0 0 2 0 0 0 0 0 3 1 10
0 0 1 0 2 0 0 0 2 1 0 0 0 2 1 0 0 0 0 3 2 14
0 0 1 1 0 0 0 0 2 2 0 0 0 2 2 0 0 0 1 0 0 11
0 0 1 1 1 0 0 0 2 3 0 0 0 2 3 0 0 0 1 0 1 15
0 0 1 1 2 0 0 0 2 4 0 0 0 2 4 0 0 0 1 0 2 19
0 0 1 2 0 0 0 0 3 0 0 0 1 0 0 0 0 0 1 1 0 9
0 0 1 2 1 0 0 0 3 1 0 0 1 0 1 0 0 0 1 1 1 13
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In the ESNN network, the number of nodes/
reservoirs has to be decided that decides the classification 
performance of ESNN. Figure 2 presents the performance 
of ESNN in classifying the depression data based on 
the sample data presented in Table 2. X-axis represents 
pattern numbers and y-axis represents to the category, the 
pattern is classified.

4.  Conclusion 

The Echo state neural network has been used to estimate 
the depression category based on the depression data 
collected base don Hamilton rating scale. The work proves 
to be an efficient system for diagnosis of depression. The 
collected data can be correlated with the commercial 
psychological database. Many ANN algorithms can be 
used to estimate the depression category.
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