
Indian Journal of Science and Technology, Vol 8(29), DOI: 10.17485/ijst/2015/v8i29/73986, November 2015
ISSN (Print) : 0974-6846

ISSN (Online) : 0974-5645

* Author for correspondence

1.  Introduction

Data mining is a process of extracting the useful data
from large amount of data. Now a days the web databases
are congested and grouping of data is very essential. In
this aspect, data mining has become dominant tool and
this has been used in almost every applications such as
marketing, scam detection etc. There are large range of
data mining techniques such as Association Rule mining,
Prediction, Clustering, Classification, Outlier analysis etc. 

Document clustering1 has also been used to routinely
produce hierarchical clusters of documents. Now a days,
the partitioning clustering methods are well suited for
clustering bulky documents. In all terms, clustering is
a process of grouping the data objects. Document/Text
clustering accepts the input as set of documents. Those 

input documents are grouped based on its similarity. The
documents in same cluster should show evidence of large
degree of likeness, whereas, the documents in different
clusters should show very little degree of resemblance. The
input documents should undergo several preprocessing2

steps like tokenization, stop word removal and stemming. 
Tokenization3 is a process of splitting a stream of

wording up into meaningful elements. 
Stop Word Removal3  is the method of removing words

like is, was, the, are, they, etc. 
Stemming3 is a way of reducing the stemmed words

to its root word. For example, the words like references,
referred, referring can be reduced to its root word ‘refer’. 

After all these preprocessing2steps, a set of words
can be acquired and those words are called as features or
terms.
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Figure 1.    Overview of the clustering methodologies.

K-means algorithm is one of the traditional 
algorithms that are highly suitable for clustering. But it 
has disadvantages like local optima problem and more 
number of iterations. In order to make this algorithm 
more effective, it can be hybridized with Harmony 
Search Method4. It is a Meta heuristic algorithm. In this, 
each decision variable generates a value for finding a 
global optimum solution. Based on the extracted terms, 
weight of features4,5 can be calculated. It can be refined 
by applying the CF3,6, concept factorization7 and the set of 
clusters can be obtained as anoutput. The features can be 
still filtered based on the concepts and quality clusters can 
be obtained. Finally, the constraints like document based 
constraints and word-based constraints8 are removed and 
thence high quality clusters can be produced. This hybrid 
algorithm has been applied on same dataset with different 
methodologies like Term Frequency-Inverse Document 
Frequency9, Coverage Factor, Concept Factorization, 
Constrained based clustering.

2.  Related Works

Automatic text categorization6 has been extensively 
used both in the natural language process and in 
the organization and management of information. 
This categorization has gained a prominent status in 
information systems and the data mining field due to the 
increased availability of documents in digital formats and 
the ensuing need to organize them. Document clustering 
has been investigated for use in a number of different 
areas of text mining and information retrieval. Initially, 
document clusteringwas investigated for improving the 
precision or recall4 in information retrieval systems and 
as an efficient way of finding the nearest neighbours of a 
document. Targeting useful and relevant information on 
the World Wide Web is a topical and highly complicated 
research area. 

Clustering techniques have been applied to categorize 
documents on web and extracting knowledge from 
the web and this novel clustering algorithms based on 
Harmony Search (HS)10,2 optimization method that 
deals with web document clustering. Today web is over 
crowded with news articles. So, document clustering 
is mandatory to organize the data. The problems in 
organizing the data are synonymy, vagueness and lack of a 
descriptive content marking of the generated clusters. To 
overcome all the drawbacks, an enhancement ofstandard 
K-means algorithm called W-K Means is proposed. W-k 
means9 initially enriches the clustering process itself 
byutilizing hyponyms and then it generates useful labels 
for the resulting clusters. 10-times improvement had been 
obtained over the standard k-means algorithm in terms 
of high intra-cluster similarity and low inter-cluster 
similarity11. Document clustering has also been used to 
automatically generate hierarchical clusters of documents 
Harmony Search Method (HSM)4 is new meta-heuristic 
optimization methods duplicate the music inventiveness 
practice where musicians make up their instruments’ 
pitches penetrating13 for a perfect state of synchronization. 
Harmony search12 algorithm had been very victorious in 
a large array of optimization problems. The weight of the 
features can be used to cluster the documents.

Automatic web page classification6 is always considered 
as the difficult task. Employing some clustering techniques 
might be a solution for this. Feature selection mechanism, 
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using tree structure mechanism called DC tree6 makes the
clustering procedure easier and less perceptive to insertion
order. Documents are grouped based on a method called
Coverage Factor3. However, as an optimization algorithm,
it easily leads to local optimal clusters14. To overcome this
Short coming, this paper introduces a hybrid approach
of which combines the fuzzy c-means14,16 and harmony
search algorithms for clustering of text document. 

3.  Algorithms

3.1 K-Means Algorithm10,11

It is one of the most important partitioning based
algorithms. This algorithm follows very simple and easy
steps to cluster the documents. The very significant part
is, the number of clusters should be mentioned in the
first step itself. After specifying the clusters, a data object
will be placed in each cluster. And that data object acts
as centroid of the cluster. Euclidean distance13 measure is
used to find the distance between upcoming data object
and the centroid value.

If the obtained value is very closer to the centroid value
of cluster16, the data item will be placed in the cluster1.
Whenever a data object is placed in a cluster, distance
measure will be calculated and the centroid values11 will
be keep on changing successive iterations.

The steps of K-means algorithms for clustering is as
follows
•	 Initialize the number of clusters K.
•	 Place the data objects in K clusters and these objects

act as centroids10.
•	 Assign the remaining data objects to the K clusters

based on the neighboring centroid values. 
•	 Neighboring centroid values can be obtained based

on Euclidean distance measure.
•	 Repeat the step 3 until there is no change in centroid

values.
The Euclidean Distance1,5 is to find the distance 

between two objects or clusters, taking into account
direction and magnitude.
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where xi is termed as centroid value and y denoted the
data object.

3.2 HSM
HSM is a new, meta-heuristic algorithm10,12. It has very
simple concept with minimum constraints. It has been
applied on many real world problems and optimization
problems13. 

The steps of HSM are as follows10

Step 1:  Initialize the optimization problem and algorithm
parameters12.

Step 2: Initialize the harmony memory (HM).
Step 3: Improvise a new harmony from the HM.
Step 4: Update the HM.
Step 5:  Repeat Steps 3 and 4 until the optimized solution 

is satisfied.

3.3 Hybridization of K-means and HSM
However K-means algorithm performs localized searching
whereas HSM performs globalized searching for finding
optimal solutions. In 12 on the other side, K-means is very
good at finding hopeful areas in the search space but
HSM is not as good as K-means. In this regard, K-means
is hybridized with HSM to obtain effective results4,13.

3.3.1 Hybrid Algorithmfor Document Clustering4

•	 /*producing initial clusters*/
run the harmony search clustering process for the
maximum number of iterations.

•	 Select the best vector from the Harmony memory
with highestfitness.

•	 Calculate cluster centroids and setas the initial cen-
troid vectors of K-means.

•	 /*refining the clustering*/
runK-means process until maximum number
ofiterations is reached.

•	 Set A[i][j] to one if the document di is assignedto clus-
ter j.

•	 Return A.

4.  Methodologies

The following methodologies were applied on the same
hybrid algorithm and the results were compared.

4.1 TF-IDF3–5

Documents can be clustered based on the weight
of features5,9 or terms in a document. The weighted
mechanism uses TF_IDF. Its expansion is Term Frequency-
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-Inverse Document Frequency. This methodology is used 
to identify the significance level of a word in a document. 
TF-counts the number of occurrences of a feature in a 
document9. IDF-can be calculated using the log value 
of total number of documents and document frequency 
value. The following Figure 2 represents the screen shot 
shows the weight values of extracted features. 

Figure 2.    Weight of the features extracted.

It is calculated as 4,3

Wij=TF-IDF (i,j)					    (2)
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tf (i, j) the number of occurrences  of feature j in 
a document di, N is the total number of documents 
considered as input, and df ( j) is the number of documents 
where feature j appears.

4.2 Coverage Factor3

The exposure of the features is defined as the percentage 
of the documents containing at least one of the features of 
the feature extracted3,6. This method balances the trade-
off between coverage and the number of features used 
for document representation. Coverage factor is mainly 
used to get reasonable number of clusters. Because large 
number of clusters complicates the searching process. 

On the other hand, minimum number of clusters leads 
to overhead. This method also makes use of coverage 
threshold6 to guarantee that the features selected have 
ample coverage. Fix the number of clusters as T/k, Where 
T is total number of clusters and parameter k is used to 
set an estimated number on cluster size. The steps of CF 
are as follows6:
•	 Select sample set of documents with size n from the 

dataset.
•	 Retrieve the set of words that materialize at least once 

in a document.
•	 Calculate the document frequency vale.
•	 Set the k value as upper and lower bound values.
•	 Check whether the coverage of the features is larger 

than threshold value or not.
•	 If larger, stop the process.
•	 If not, decrement lower and increment upper by 1.

4.3 Concept Factorization7,17

In this model, each cluster is represented as a linear 
combination of the data points, and each data point as a 
linear combination of the cluster centers7. 

Figure 3.    Concept factorization values.

The data clustering is then accomplished by computing 
the two sets of linear coefficients, which is carried out 
by finding the nonnegative solution that minimizes the 
reconstruction error of the data points. That is instead 
of considering, coverage factor the concepts17 in the 
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documents was considered and clustering process takes
place based on the concepts in the documents. Figure 3
shows the screen shot of concept factorization process17 for
the given input documents. The words can be categorized
as Noun, Adverb, Adjective etc.The core point is that
when documents are clustered based on term frequency
and CF, the least significant terms might be considered.
If the clustering is based on concepts, the clusters with
higher relevance can be formed.

4.4 Constraints based Clustering8

This type of clustering eliminates both document-based
and word-based constraints. When dealing with text
clustering, one of the most essential distance measures
is document similarity8. Since document similarity is
often determined by word correspondence, the semantic
associations between words may affect document
clustering results. Document restraints constructed
based on human annotations are difficult to obtain. The
semantic distance of two words can be computed based
on their relationships. After eliminating unsupervised
constraints, better text feature matrix can be obtained8.

5.  Experimental Results

The performance of all these methods are calculated
based on Precision14,15, Recall14,15, F-Measure14, Entropy19,
Overall Similarity18 and Cluster Purity16.

5.1 Precision2, 3,15

Precision refers to the closeness of two or more
measurements to each other. The precision values of
different clustering methods have been shown in Figure 4.

Number of relevant documents retrievedPrecision= 
Total number of  retrieved documents

(4)

5.2 Recall2,3,15

This is also called as sensitivity. The formula to calculate
recall value is

Number of relevenant documents retrievedRecall= 
Total number of relevant documents

(5)

The improvement in Recall values has been
demonstrated in Figure 5. 

5.3 F-Measure2,3

Using Precision and Recall, the F-measure value can be
calculated. The formula is,

2.Precision*RecallF-Measure= 
Precision+Recall

  (6)

The Precision, Recall, F-Measure values of different
clustering methods are mentioned in Table 1.

Table 1.    Comparison of precision recall and F-measure
values of clustering methods

Methods Precision Recall F-Measure
TF-IDF 0.469 0.512 0.489
Coverage Factor 0.51 0.569 0.569
Concept Factorization 0.606 0.630 0.618
Constraint based 0.848 0.882 0.864

The development in Recall values has been
demonstrated in Figure 6. 

5.4 Entropy16,19,20

The Entropy of a cluster can be defined as the degree to
which each cluster consists of objects of a single class. The
entropy values of different clustering methods are given
in Table 2. The entropy of a cluster j is calculated using the
standard formula, 
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Where L is the number of classes and pij denotes the
Probability that a member of cluster j belongs to class 
i. The total entropy20 of the overall clustering result is
defined to be the weighted sum of the individual entropy
value of each cluster. The total entropy e is defined as,

1

k j
jj

e e
n
b

=
=å     (8)

Table 2.    Entropy values of clustering methods
Methods Entropy
TF-IDF 0.865
Coverage Factor 0.623
Concept Factorization 0.549
Constraint based 0.482

Lower the entropy values, better the clustering results.
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5.5 Overall Similarity18

The overall similarity between  and  is determined by 
taking average over all the viewpoints not belonging to 
cluster. The overall similarity values of different clustering 
methods are denoted in Table 3.

The formula for calculating overall similarity values is 
given below:
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Table 3.    Overall Similarity values of clustering 
methods
Methods Overall Similarity
TF-IDF 0.493
Coverage Factor 0.546
Concept Factorization 0.628
Constraint based 0.871

The overall similarity of different clustering methods 
is shown in Figure 7.

5.6 Cluster Purity16

A cluster is considered pure if it contains labeled objects 
from one and only one class. Inversely, a cluster is 
considered as impure if it contains labeled objects from 
many different classes. Then, the purity can be defined as:

1( , ) arg max ( )K k
simple j ji

C W n
N

Õ = å 	 	 (10)

The cluster purity values of different clustering 
methods has been mentioned in Table 4.

Table 4.    Cluster purity values of clustering methods
Methods Cluster Purity

TF-IDF 0.508
Coverage Factor 0.552
Concept Factorization 0.67
Constraint based 0.882

The upgradation of different clustering methods are 
shown in Figure 8.

Figure 4.    Precision values.

Figure 5.    Recall values.

Figure 6.    FMeasure values.

Figure 7.    Overall similarity values.
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Figure 8.    Cluster purity values.

6.  Conclusion and Future Work

Obtaining high quality clusters for text clustering is the
objective of this paper. K-means is often used algorithm
for document clustering. Due to its drawbacks, K-means
algorithm is hybridized with Harmony Search Method
(HSM). Four different methodologies were applied on the
same hybrid algorithm and experimental results proved
that constraints based clustering will produce better
clusters when compared to other three methodologies
considered for this assessment. Nearly, seven different
performance measures have been applied to evaluate the
cluster quality. It can be further enhanced by considering
meaning, hyponyms and hyper-hyponyms of the
extracted features.
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