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Abstract 
Data mining and machine learning techniques help us to better and deeper understanding of collected data. Meta-learning 
techniques extend this concept by providing methods for knowledge discovery process automatization. Meta-learning 
introduces various interesting concepts, including data meta-features, meta-knowledge, algorithm recommendation sys-
tems, autonomous process builders, etc. All these techniques aim to improve usually expensive and demanding data mining 
analysis. This paper focus on general overview of basic data mining, machine learning and meta-learning techniques, while 
focusing on state-of-the-art, basic formalisms and principles, interesting applications and possible future development in 
the field of meta-learning.
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1.  Introduction
Meta-learning methods are aimed at automatic discovery 
of interesting models of data. They belong to a branch of 
Machine Learning that tries to replace human experts 
involved in the Data Mining process of creating various 
computational models learning from data. Given new data 
and description of the goals meta-learning systems should 
support decision making in classification (Classification), 
regression (Regression, Statistics), association tasks, and/
or provide comprehensible models of data (Rule-Based 
Methods). The need for meta-learning came with avail-
ability of large data mining packages such as Weka that 
contain hundreds of components (data transformations) 
that may be connected in millions of ways, making the 

problem of optimal model selection exceedingly diffi-
cult. Meta-learning algorithms that “learn how to learn” 
and guide model selection have been advanced in sta-
tistics, Machine Learning, Computational Intelligence 
and Artificial Intelligence fields. Learning from data, or 
understanding data requires many pre-processing steps, 
selection of relevant information, transformations and 
classification methods. Meta-learning techniques help 
to select or create optimal predictive models and reuse 
previous experience from analysis of other problems, 
relieving humans from most of the work and realizing the 
goal of computer programs that improve with experience 
(Brazil et al. 2009; Jankowski et al. 2011). These methods 
are designed to automatize decisions required for applica-
tion of computational learning techniques.
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2.  Data Mining and Machine 
Learning

2.1  Process of Data Mining
The term Data Mining is also referred as “Knowledge 
Discovery from Data (KDD)”. This process will provide 
new Interesting and useful knowledge about collecting 
data.

KDD is used on very large datasets where there is no 
such way to get knowledge. Data mining is technically 
only a small part of the process. The process itself con-
tains these following parts from1:

•	 Data cleaning – removes inconsistencies in the source 
datasets,

•	 Data integration – data from different sources have to 
be combined properly,

•	 Data selection – task-relevant data are retrieved from 
the source,

•	 Data transformation – data have to be transformed to 
appropriate task specific form,

•	 Data mining – appropriate algorithms extract data 
patterns,

•	 Pattern evaluation – interesting patterns are extracted 
based on different measures,44

•	 Knowledge presentation – visualization and knowl-
edge representation to users.

At the end of the whole process, the interesting patterns 
are sometimes being stored in a system knowledge base 
in a form of a new knowledge. This technique presents 
an easy and convenient way for storing and subsequently 
browsing, comparing and visualizing a groups of related 
knowledge.

2.2  Data Mining Result
There is a variety of different results can be obtain using 
data mining and machine learning. In the scope of this 
report, i won’t go into details about different data mining 
techniques since it is not my main focus; however, it is 
noted that there are two main types of data mining tasks: 

•	 Descriptive – the result of the task are patterns describ-
ing the source data,

•	 Predictive – the result of the task is an applicable 
model (or models) with predictive abilities.

To give an example, online retailer has a database with all 
his customers and their previous orders. With the use of 
descriptive data mining techniques it is possible to associ-
ate which merchandise is selling together (using so-called 
association analysis). But I could also use certain predic-
tive methods to categorize the retailer’s customers into 
certain groups (e.g. With regards to monthly spending) so 
I would be able to predict a new customer’s behavior (in 
this case how much he will spend in the store monthly) 
based on, e.g., his age, location, first few purchases, etc. 
More on this subject can be found in 2.

2.3  Machine Learning
Machine learning is one of many domains data min-
ing derive its techniques. Machine learning focuses on 
automatic computer learning that is capable of making 
own decisions based on data. There are several types of 
machine learning tasks:

•	 Supervised learning – system is learning from the 
labeled examples in the training dataset

•	 Unsupervised learning – system is learning from unla-
beled set of training data discovering target classes on 
the fly

•	 Semi-supervised learning – system uses both labeled 
and unlabeled examples learning the model from the 
labeled data and using unlabeled examples to refine 
class boundaries,

•	 Active learning – user is actively participating in the 
learning process. e.g., labeling unlabeled example on 
demand.

Term machine learning is sometimes used to address a 
subset of data mining methods as e.g., classification may 
be described as supervised learning and clustering as 
unsupervised learning.

2.4  Data Mining Data Sources
The most common data source for data mining applica-
tion is a relational database. Another common sources are 
transactional databases that capture transactions, such as 
customer’s purchases, etc., which are identified by trans-
action identity number and include a list of transaction 
items. Besides relational and transaction databases, there 
are many other forms of databases differing mainly in 
their semantics. As an example, we can mention temporal 
databases, spatial and spatio-temporal databases. 
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Aside from basic database structures, many compa-
nies store their big data in so-called data warehouses. 
Data warehouses are essentially a repositaries of infor-
mation collected from many different sources under the 
same schema3.

A data warehouse is usually presented in a form of 
a multi-dimensional data cube, where each dimension 
represents an attribute (or a set of attributes), while the 
cells themselves store a value of some aggregate measure 
over chosen dimensions. Data warehouse systems pro-
vide tools for Online Analytical Processing (OLAP) for 
interactive analysis 1of multidimensional data. OLAP 
enables analysts to view and change a level of abstraction 
and granularity of displayed measures, as well as arbitrary 
combine different data dimensions.

Another sources usable for data mining are data 
streams (infinite continuous streams of data without 
possibility to rewind or save all records), graph data, 
hypertext and multimedia data, and the Web. In regards 
to Web data sources,in recent years, cloud systems are 
rapidly gaining popularity, while the word cloud became 
a huge buzzword. The main principle of cloud comput-
ing is an idea that everything is stored and performed on 
external servers that are always accessable over the net-
work. Such services are usually outsourced and provided 
to users with seemingly unrestricted access to their con-
tent. The number of cloud storages and their users grow 
every year. More information about cloud computing can 
be found in 4.

To extend on the concept of cloud computing, because 
of the amount of data that is processed by such systems, 
it is impossible to store the data in conventional manner. 
These so-called big data (more on this phenomenon in 5 
are often stored in distributed data storages across many 
storage units. It is obvious, that all operations performed 
over such data need to be optimized for distributed archi-
tecture. To achieve required functionality, Google came 
up with solution in a form of Map Reduce model. This 
model automatically parallelizes the computation across 
large-scale clusters of machines, handles machine failures, 
and schedules inter-machine communication to make 
efficient use of the network and disks6. There are many 
concrete system implementation using this principle, one 
of the most known and used is Apache Hadoop. Hadoop 
is basically an open-source framework that supports large 
cluster applications by using its own distributed file sys-
tem (HDFS). There are also many Hadoop extensions one 
of them being Apache Hive, which adds data warehouse 

infrastructure to the Hadoop system, allowing users to 
query, summarize, and analyze saved data. Regarding data 
mining, Apache Mahout is a scalable machine learning 
library that can work together with Hive and Hadoop to 
perform some basic data mining tasks. Complete over-
view of Hadoop and related technologies can be found 
in7.

2.5  Data Mining Issues
I can address many issues connected to data mining. 
One of them may be that data mining as a scientific field 
and it is very large already and growing every moment. 
There is countless amount of specific applications and 
techniques involved, while new kinds of knowledge and 
algorithms are being discovered constantly. Another issue 
is related to data mining performance - algorithms should 
be as efficient and scalable as possible. Due to the exis-
tence of many types of data sources, mentioned in section 
2.4, it may also be difficult (sometimes even impossible) 
to transfer newly discovered methods to another data 
source architectures. Other issues involve directly the 
data themselves – either regarding their structure (com-
plex data types), or their content (missing values, noise, 
imbalance). All the main issues are described in8 in much 
greater detail. The last issue we will mention in this report 
is user interaction during the data mining process. User 
interaction was already mentioned in section 2.3, divid-
ing machine learning tasks into groups based on the type 
and the amount of interaction. Generally, data mining 
is highly interactive by its nature. This approach allows 
users to use their past experience, understanding domain 
and any type of additional background knowledge. A 
good domain knowledge, as well as sufficient knowledge 
of different data mining techniques and methods are nec-
essary requirements for possibly successful process result 
as shown in (Figure 1). Current machine learning/data 
mining tools are only as powerful/useful as their users.

3.  Meta-Learning
Meta-learning introduces intelligent data mining pro-
cesses with the ability to learn and adapt based on 
previously acquired experience. This limits the amount of 
user input necessary to perform informed data analyza-
tion task, which may be good either for pruning multiple 
tasks at once without overwhelming the analyst, or for 
automatic decision making without any need for user 
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intervention when the user himself may lack the exper-
tise. Moreover, such system can learn from every new 
task, thus being more experienced and informed over 
time, providing new levels of adaptation to newly intro-
duced obstacles. This area of research is also referred to 
as learning to learn. The primary goal of meta-learning is 
the understanding of the interaction between the mecha-
nism of learning and the concrete contexts in which that 
mechanism is applicable. Learning at the meta-level is 
concerned with accumulating experience on the perfor-
mance of multiple applications of a learning system. The 
main aim of current research is to develop meta-learning 
assistant, which are able to deal with the increasing num-
ber of models and techniques, and give advice dynamically 
on such issues as model selection and method combina-
tion. More about the basics purpose of meta-learning can 
be found in 8,,9 .

3.1  Basic Areas of Meta-learning 
Application
According to10, there are several basic applications of 
meta-learning:

•	 Selecting and recommending machine learning algo-
rithms,

•	 Employing meta-learning in KDD,
•	 employing meta-learning to combine base-level 

machine learning systems,
•	 Control of the learning process and bias management,
•	 Transfer of meta-knowledge across domains

3.2  History of Meta-Learning
As an early precursor of meta-learning, STABB system 
may be introduced, since it was the first to show that a 
learner’s bias could be dynamically adjusted11. Next, 
VBMS (variable-bias management system) was developed 
as a relatively simple meta-learning system that learns to 
select the best among three symbolic learning algorithms 
as a function of only two dataset characteristics - the num-
ber of training instances and the number of features12. 
The first formal attempts at addressing the practice of 
machine learning by producing rich toolbox consisting of 
a number of symbolic learning algorithms for classifica-
tion, datasets, standards and know-how were introduced 
in12 in a form of the MLT project. During this project, 
many important machine learning issues was gained. 
Based on that, the user guidance system Consultant-2 

was developed. Consultant-2 is a kind of expert system 
for algorithm selection - it provides the user with interac-
tive question-answer sessions that are intended to collect 
information about the data, the domain and user pref-
erences. Consultant-2, presented in 13, stands out as the 
first automatic tool that systematically relates application 
and data characteristics to classification learning algo-
rithms. Later, a Web-based meta-learning system for the 
automatic selection of classification algorithms, named 
DMA (Data Mining Advisor), was developed as the main 
deliverable of the METAL project. This project focused 
on discovering new and relevant data/task characteristics, 
and using meta-learning to select best suitable classifiers 
for a given task. Given a dataset and goals defined by the 
user in terms of accuracy and training time, the DMA 
returns a list of algorithms that are ranked according to 
how well they meet the stated goals.

Other system, called IDA (Intelligent Discovery 
Assistant), provides a template for building ontology-
driven, process-oriented assistant for the KDD process. 
It includes operations from the three basic steps of KDD 
- preprocessing, model building and post-processing. 
The main goal of IDA is to generate a list of ranked DM 
processes that are congruent with user-defined prefer-
ences by combining possible operations accordingly. 
This approach was presented in14 and 15. 16 then extends 
described concept by using both declarative information 
(ontology) as well as procedural information (system 
rules). Finally, in17 most of the issues surrounding model 
class selection are addressed as well as a number of meth-
ods for the selection itself. 

3.3  Employing Meta-learning in KDD
The KDD process can be viewed as a set of simple sub-
sequent operations that can be further decomposed into 
smaller operations. These sequences can be characterized 
as partially ordered acyclic graphs and each partial order 
of operations can be regarded as an executable plan that 
produces certain effect. Examples can be found in18.

The main goal, under this framework, is to automati-
cally compose suitable executable plan with regard to the 
source data and previous system experience. The problem 
of generating a plan may be formulated as identifying a 
partial order of operations to satisfy certain criteria or 
maximize certain evaluation measures19. Naturally, the 
difficulty of this optimization process raises with the ris-
ing number of possible operations. 
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Generally, there can be two ways to approach the genera-
tion of the new plan:

•	 The system begins with an empty plan and gradually 
extends it with the composition of operators. This 
approach was presented in 20.

•	 The system starts with a suitable previously used plan 
and adapts it further to the exact needs of current task. 
More on this approach can be found in 21.

Although the idea of completely automatic generation of 
KDD process might be very appealing, it is important to 
note that this approach is inherently difficult. There needs 
to be many possibilities considered, some of them with 
high computational complexity. In the context of meta-
learning, meta-knowledge can be used to facilitate this 
task. Past plans may be enriched with additional meta-
information and can serve as procedural meta-knowledge. 
Other meta-knowledge may be captured about the appli-
cability of existing plans to support reuse and on how 
they can be adapted to new circumstances. More infor-
mation about this topic can be found in 22. 

3.4  Combining Base-Level ML Systems
The approach of model combination is quite common 
nowadays, although it’s not usually associated with the 
term meta-learning. However, its principles correspond 
with the meta-learning philosophy. Model combina-
tion consists of creating a single learning system from a 
collection of learning algorithms23. There are two basic 
approaches to this concept: 

•	 System consists of multiple copies of a single algorithm 
that are applied to different subsets of the source data.

•	 System consists of a set of different mining algorithms 
that are trained over the same data.

The primary motivation for the model combination is usu-
ally to increase the accuracy of the final model; however, 
because it draws information about base-level learning 
(e.g., data characterization, algorithm characteristics . . .) 
methods for model combinations are often considered to 
be part of meta-learning. Perhaps the most known tech-
niques for exploiting variation in data are bagging and 
boosting. They combine multiple models built from a 
single learning algorithm by systematically varying the 
training data24. Bagging, introduced in 25, produces rep-
licate training sets by sampling with replacement from 

the set of training instances. This training set is the same 
size as the original data, but some tuples may not appear 
in it while others appear more than once (hence ”with 
replacement”). Boosting (from26), on the other hand, 
maintains a weight for each training data instance – the 
higher the weight, the more the instance influences the 
classifier. At each trial, the vector of weights is adjusted 
to reflect the performance of the corresponding classifier 
in such way that the weight of misclassified instances is 
increased27. Bagging and boosting are easily applicable 
to various base-level learners and are proven to suc-
cessfully increase the classification accuracy of created 
result models. Bagging and boosting exploit variation in 
the source data, thus they are methods belonging to the 
first mentioned model combination concept. Stacking 
and cascade generalization are then methods belonging 
to the second mentioned concept – they combine mul-
tiple learners to create a new learning method. Stacking 
creates a new learner that builds a meta-model mapping 
the precitions of the base-level learners to target classes. 
This method was presented in 28. Cascade generalization, 
described in 29, also builds a meta-learner but rather then 
building it based on parallel results from base-level learn-
ers, it builds it subsequently – results of every base-level 
learner are enriched of meta-information and given on to 
the next base-level learner creating a chain-like structure. 
More proposed methods for model combination meta-
learning, including cascading, delegating, arbitrating and 
meta-decision trees, are described in 30. 

3.5  Meta-knowledge Transfer Across 
Domains
Accumulating meta-knowledge is one of the main targets 
of meta-learning. The amount of acquired meta-knowl-
edge has a direct impact on the learning process itself 
– the methods prosper directly from greater amount 
of meta-knowledge (concrete quantifications of such 
benefits can be found in 31). Because of this principle, it 
would be convenient to be able to transfer acquired meta-
knowledge across different domains, potentially across 
different meta-learning systems. This problem is also 
known as inductive transfer. Methods have been pro-
posed for transporting meta-knowledge across domains 
while preserving the original data mining/machine learn-
ing algorithm – there are methods for inductive transfer 
across neural networks, kernel methods and parametric 
Bayesian models (for more details on each method refer 
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to 32). There are also other methods of transfer that are 
not directly connected to concrete models, such as proba-
bilistic transfer, transfer by feature mapping and transfer 
by clustering. However, the issue of knowledge transfer 
is quite complicated and to be able to create a method 
for unlimited inductive transfer one would have to cre-
ate a standardized high level meta-knowledge description 
language and corresponding ontology. For the complete 
overview and deeper description of inductive transfer 
methods and connected issues refer to 33.

4.  Meta-Learning Systems
Meta-Learning in practice focuses on offering support 
for data mining. The meta-knowledge induced by meta-
learning provides the means to inform decisions about 
the precise conditions under which a given algorithm, or 
sequence of algorithms, is better than others for a given 
task. In this chapter, which is based on the information 
from34 and 35, we describe some of the most significant 
attempts at integrating meta-knowledge in DM deci-
sion support systems. While usual data mining software 
packages (e.g., Rapid-Miner,Weka) provide user-friendly 
access to wide collections of algorithms and DM process 
building, they generally offer no real decision support for 
non-expert users. It is also obvious, that not all phases of 
the KDD process can/should be automatized. Usually, the 
early stages (problem formulation, domain understand-
ing) and the late stages (interpretation and evaluation) 
require significant human input as they depend heavily on 
business knowledge. Most of systems from this chapter 
has been already briefly mentioned in section 3.3; how-
ever, in following paragraphs we are going to describe 
the most interesting ones in greater detail. 

4.1  Mining Mart and Preprocessing
Mining Mart, presented in36 and 37, is a result of another 
large European research project focused on algorithm 
selection for data pre-processing. As mentioned in sec-
tion 2.1, preprocessing is generally very time consuming 
(according to38 almost 80% of the overall KDD process 
time) and it consists of nontrivial sequences of operations 
or data transformations. Because of that, the advantages 
of automatic user guidance are greatly appreciated. 
Mining Mart provides a case-based reuse of success-

ful preprocessing phases across applications. It uses a 
metadata model, to capture information about data and 
operator chains through a user-friendly interface. Mining 
Mart has its own case base and every new mining task 
leads to its search through while looking for the most 
appropriate case for the task at hand. After that the sys-
tem generates preprocessing steps that can be executed 
automatically for the current task. Similar efforts are also 
described in 39.

4.2  Data Mining Advisor and Ranking 
Classification Algorithms
The Data Mining Advisor (DMA) serves as a meta-
learning system for the automatic selection of model 
building classification algorithms. The user provides the 
system with a source dataset, specific goals in terms of 
result model accuracy and process training time; subse-
quently, DMA returns a list of algorithms that are ranked 
according to user-defined goals (currently, there are 10 
different classification algorithms). The DMA guides the 
user through a step-by-step process wizard defining the 
source dataset, computing dataset characteristics, and set-
ting up the ranking method via defining selection criteria 
and selecting the ranking mechanism.

4.3  METALA and Agent-Based Mining
METALA is an agent-based architecture for distrib-
uted data mining, supported by meta-learning. It can be 
viewed as a natural extension of the DMA, mentioned 
in previous section. METALA provides the architectural 
mechanisms necessary to scale DMA up to any number of 
learners and tasks. Each learning algorithm is embedded 
in an agent that provides clients with a uniform interface 
so the system is able to autonomously and systematically 
perform experiments with each task and each learner to 
induce a meta model for algorithm selection. When a new 
algorithm or new task are added to the system, it per-
forms corresponding experiments and the meta model is 
updated. More information about METALA can be found 
in 40 and 41.

5.  Conclusions
In this paper I have discussed a generic architecture of 
a meta-learning system and showed how different com-
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ponents interact. I have provided a survey of relevant 
research in the field, together with a description of avail-
able tools and applications. One important research 
direction in meta-learning consists of searching for alter-
native meta-features in the characterization of datasets 
(Section 3.1). A proper characterization of datasets can 
interact between the learning mechanism and the task 
under analysis. While data mining and machine learn-
ing provide sufficient tools for deep data analysis, a lack 
of experience or other resources may prolong the pursuit 
of desired data knowledge. Meta-learning presents vari-
ous techniques within different kinds of application to 
make the data mining process more autonomous, based 
on collected meta-knowledge. It presents some new con-
cepts, e.g., meta-knowledge base, data meta-features, 
their extraction, base-learner combinations and even 
continuous data stream data mining. Meta-learning is a 
very variable field and its applications may severely differ. 
Many systems have been developed to include different 
types of meta-learning features; however, there is still 
much room for improvement as well as the development 
of new ideas. In 42 the authors claim that the focus should 
be on trying to determine not so much when certain algo-
rithms work or fail. 
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