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Abstract
Background/Objectives: In this paper we have analyzed various issues with clustering and text mining. The collected 
documents are preprocessed and grouped using our proposed new algorithm based on position method.  We proved our 
proposed color based constraint clustering algorithm out performs than K-Means and SOM algorithms in terms of time 
and reliability factors. Methods/Statistical Analysis: We identified the problem after analyzing the existing works with 
the help of articles from reputed journal papers and national and International level conferences.   We proposed the new 
methodology for document grouping process, and color based constraint clustering process. Clustering can be considered 
as the most important semi-supervised learning problem which deals with finding a structure in a collection of unlabelled 
data.  In this work the collected documents are preprocessed by stop word removal and stemming process and then the 
words are grouped according to their similarity using color code constraints. Performances of SOM and Kmeans, and color 
based constraint algorithms are analyzed for any kind of text document collections. Findings: In this work our proposed 
color based constraint (CBC) algorithm, SOM and K-Means algorithms performances are compared against time based 
frequency and reliability of retrieved documents. Here, the time needed to process the number of documents is analyzed.   
Reliability of retrieved documents can be made by using the number documents and the frequency measurement. We 
proved our proposed color based constraint clustering algorithm out performs than K-Means, and SOM algorithms in 
terms of time and reliability. Application/Improvements: Our work is useful for efficient information retrieval process. 
In future this work can be extended to maximize the grouping of words with minimum latency and one can also extend this 
work to develop an algorithm for maximize the grouping(clustering) of words in a document with color based constraints 
to increase the clustering performance for efficient text mining.     

1. Introduction
Clustering1 is one of the traditional mining techniques. 
It is an unsupervised learning methodology. Clustering 
method try to inherent grouping of the text documents. 
Most current document clustering methods are based on 
Vector Space Model (VSM). Clustering divides data into 
meaningful groups (or clusters). Clustering capture the 

nature of data structure, it means that the characteriza-
tion of the data should not change. Related documents are 
grouped or segmented (tokenization) for easy processing 
and browsing. The aim of the clustering4 is to form a simi-
lar (or related) to one another within the group but dis-
similar with the other group. The data or points in the 
group (or clusters) are homogeneous and belongs to the 
same data structure. The main aspects of the clustering is 
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at any cause there should not be any overlapping because, 
it leads to complexity. Grouping of data (phrases, words) 
or clustering is characterization or frequency of data with 
reference to the search process. In some cases the value in 
different clusters are common to the some other clusters 
that is called Fuzzy clusters (Partially belong to various 
groups).  Clustering text documents into different cat-
egory groups is an important step in indexing, retrieval, 
management and mining of abundant text data on the 
Web or in corporate information systems. 

Consider the survey of existing works. It is essential 
to determine an accurate similarity between documents1. 
Concept based similarity measures based on matching 
concepts at the sentence. The concept based similarity 
measures relay on three factors 1. Analyzed labeled terms 
are the concepts that capture the semantic structure of 
each sentence. 2. The frequency of concept used to mea-
sure the contribution to the meaning of the sentence as 
well as the main topic of the document. 3. The number of 
documents that contains the analyzed concepts is used to 
discriminate among documents in calculating the simi-
larity. These three aspects are measured by the proposed 
concept-based similarity measure which measures the 
importance of each concept at the sentence level.

Text mining process involves the Natural Language 
Processing and Data Mining to discover unknown2-4 
information or new  pattern (knowledge).  In content 
management tasks, the goal is to automatically catego-
rize large amount of text documents in to groups or clus-
ters. Constraints can be obtained from multiple auxiliary 
sources. Occurrence of two documents5-7 in a dictionary 
can be used to infer a multi – link constraint between the 
documents, two documents in different categories of the 
dictionary can be considered as connected link. Using 
constraint from the auxiliary data sources, one can cus-
tomize the clustering output for the particular task. The 
hierarchy of the document is close to the input dictionary 
structure in which the documents replaced.

Enhancing text clustering using concept based model 
concept is discussed in8.  Most of text mining techniques 
are based on word and/or phrase analysis of the text. The 
statistical analysis of a term (word or phrase) frequency 
captures the importance of the term within a docu-
ment. However, to achieve a more accurate analysis, the 
underlying mining technique should indicate terms that 
capture the semantics of the text from which the impor-
tance of a term in a sentence and in the document can 
be derived. Clustering with constraints is an important 

recent development in clustering of data (data mining). 
User have advantage by using constraints are it allow the 
users to incorporate the domain expertise in to clustering 
process by desirable properties in a clustering solution. 
Semi-supervised learning mechanism is recent trend or 
innovation in data mining.  It is the midway (intersec-
tion) of supervised and unsupervised learning9. Two fac-
tors that involved in the process: 1. Addition of unlabeled 
data to supervised classifier learning and 2. Addition of 
some supervision into clustering.  

Clustering with constraints allows the incorporation 
of back ground domain expertise with work in the form 
of instant knowledge in the form of instance level con-
straints. Constraints10,11 are used in clustering algorithm 
to improve the clustering analysis.  The constraints are 
used to bias the search for an appropriate clustering of 
the data. The constraints based approaches are 1. One 
is with strict enforcement, which finds the best feasible 
clustering 2. Once with partial enforcement, this finds 
the best clustering.  Semi supervised clustering is to 
improve with the help of 12-15 user provided informa-
tion. If constraints are selected improperly there would 
be degradation of clustering performance. Partial con-
straints required manually inspect the data points in a 
question which can be time consuming and costly.  Clus-
tering performance16 can be improved by user by using 
semi-supervised clustering by specify the available prior 
knowledge about the data. Various studies point out that 
constraints plays an important role in improve the result-
ing data. But it is too important to choose constraints 
because in some time it might degrade the clustering 
performance. They used active query (constraint) selec-
tion mechanism, where the quires were selected using a 
min-max criterion.   In17, concept-based mining model, 
a labeled term either word or phrase is considered as 
concept. 

Our proposed algorithm is explained in section 2. Sec-
tion 3 deals with performance analysis of our proposed 
color constraint clustering algorithm, SOM and K-Means 
algorithms. Conclusion is explained in section 4.

2. Proposed Work
In this section we proposed the new methodology for 
document grouping process, and color based constraint 
clustering process. Clustering can be considered as the 
most important semi-supervised learning problem which 
deals with finding a structure in a collection of unlabelled 
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data. In Phase1 preprocessing process such as stop word 
removal and stemming process is discussed. In Phase 2 
grouping process with the help of our proposed position 
based method is explained. In Phase 3 and 4 the SOM, 
K-Means, and our proposed color based constraint clus-
tering algorithms are discussed. Finally performance 
evaluation based on time and reliability measurements 
are analyzed in phase 5.

2.1  Phase1: Preprocessing Process (Stop 
Word Removal and Stemming Process)

Step 1: Stop Word Removal: The text documents are col-
lected for the mining process. A stop word is a commonly 
used word (such as “the”, “a”, “and”) that a search engine 
has been programmed to ignore, both when indexing 
entries for searching and when retrieving them as the 
result of a search query.  In order to save both space and 
time, these words are dropped at indexing time and then 
ignored at search time. 

Step 2: Stemming Process: Stemmers used to reduce a 
word to its stem or root form. Thus, the key terms of a 
query or document are represented by stems rather than 
by the original words. This not only means that different 
variants of a term can be conflated to a single representa-
tive form – it also reduces the dictionary size, that is, the 
number of distinct terms needed for representing a set of 
documents. A smaller dictionary size results in a saving of 
storage space and processing time.  

2.2 Phase 2: Grouping Process
After completing the preprocessing steps such as stop 
word removal and stemming process the words are 
grouped according to their similarity. Our processed 
algorithm for grouping the documents is discussed below.  
The proposed methodology is explained with an example.

For example given sentence is,

“Clustering has been used in many application domains, 
including biology, medicine, marketing, communication, 
animal classification, image processing, pattern recognition, 
customer, administration and document retrieval and so on”.

The above sentence is grouped in to two domains 1. 
Odd group (D1) 2. Even group (D2).

Position Representation of Characters
1 2 3 4 5 6 7 8 9 10
A /a B/b C/c D/d E/e F/f G/g H/h I/I J/j
11 12 13 14 15 16 17 18 19 20

K/k L/l M/m N/n O/o P/p Q/q R/r S/s T/t
21 22 23 24 25 26
U/u V/v W/w X/x Y/y Z/z  

Assume that words starts with the first character which 
are in odd position are belongs to odd set (group). The 
words starts with the first character which are in the even 
position are belongs to even set (group). The words in the 
sentence are grouped according to the first character. This 
process is extended up to the maximum combination of 
characters with respect to the position.

Words in the clusters (sub groups) are represents as 
points (values). Values in the sub groups are again grouped 
into sequences. Now the sub set (clusters) have the same 
group of values and in sequence (nearer) and pave easy 
way for search the required word from the document.  

Step 1 (Categorization of Words)
Category 1 (D1) Category II (D2)
(Odd Position) (Even Position)
clustering, used has, been
In, many, application domains, biology
including, medicine processing
marketing, communication pattern , recognition
animal, classification document, retrieval 
image , customer
administration, and
and so, on

Figure 1. Shows the process of segmentation of docu-
ments. Let  D1 , D2  are  domains and  g1, g2, g3, g4, g5, g6  
are clusters (sub groups).  The document is categorized 
in to two categories and assumed to be D1 and D2. D1 
have set of values or group of words with respect to the 
position. For example English character which comes in 
the respective position (odd) is grouped (clustered).Let us 
consider, 

D1 = {g(o)1, g(o)2, g(o)3, g(o)4, g(o)5, g(o)6,……………
…g(o)n}  where g2, g3, g4, g5, g6 ……………,gn  are sub 
groups which contains group of words which belongs to a 
group in which the first character is same (similar). Again 
the words are arranged in to groups according the charac-
ter sequence (first, second, ………,n  character).  Let “n” 
represents the last character in the word.

g(o)1 = {w1 , w2,w3 ,w4,………………,wn} , g(o)2{w1, 
w2,w3,w4,…….,wn),……g(o)n{w1,w2,w3,w4,……..,wn}
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W = {w1(o)ch(1,2,3,4….n) , w2(o)ch(1,2,3,4,…,n), w3(o)ch(1,2,3,4,…

,n), w4(o)ch(1,2,3,4,…,n),……, wn(o)ch(1,2,3,4,…..,n)}.  Let W be the 
total number of words in the particular cluster. Let w1 (o), 
w2(o), w3(o), w4(o)  ,……………,wn(0) are group of words 
related to odd position category.  Ch(1,2,3…,n) represents  
various words  with various combination are similar data 
to the group but  nearer or for away with reference to the 
search data. 

W1(o)ch(1,2,3,4,…..,n) have various combinations and they 
are consider as points in a cluster. The number of clus-
ters depends on the maximum value and constraints. 
W=max(ch(1,2,3,4,….,n),    Where max(ch(1,2,3,4,….,n) is  the 
maximum number  of clusters are depends on the combi-
nation of characters of similar property and w represents 
the total number of words which belongs to various sub 
groups or clusters under a domain D1.  

In the first issue it is discussed for the words belongs 
to odd group (first character). The same can be applied 
for the second issue. Let us assume that D2 have set of 
values or group of words with respect to the position. For 
example English character which comes in the respective 
position (even) is grouped (clustered). In general let,

D2 = {g(e)1, g(e)2, g(e)3, g(e)4,g(e)5,g(e)6, ……………,g(e)
n} where g(e)1, g(e)2, g(e)3, g(e)4,g(e)5,g(e)6, ……………g(e)

n  are sub groups which contains group of words  
which belongs to a group in which the first character 
is same (similar). Again the words are arranged in to 
groups according the character sequence (first, second,n   
character).  Let “n” represents the last character in the 
word.

g(e)1 = {w1 , w2,w3 ,w4, ………,wn}, g(e)2={w1,w2, 
w3,w4,……..,wn),……,g(e)n{w1,w2,w3,w4,……..,wn}

     W = {w1(e)ch(1,2,3,4….n) , w2(e)ch(1,2,3,4….n), w3(e)ch(1,2,3,4…

.n), w4(e)ch(1,2,3,4….n),…………, wn(e)ch(1,2,3,4….n)}. Let W be the 
total number of words in the particular cluster.

Let w1(o), w2(o), w3(o), w4(o)  ,……………,wn(0) are 
group of words related to even position category. Ch(1,2,3…

.n) represents  various words  with various combination 
are similar data to the group but  nearer or for away with 
reference to the search data. W1(o)ch(1,2,3,4,…..,n) have vari-
ous combinations and they are consider as clusters. The 
number of clusters depends on the maximum value. 
W=max(ch(1,2,3,4,….,n),    Where max(ch(1,2,3,4,….,n) is the max-
imum number of clusters are depends on the combina-
tion of characters of similar property and w represents 
the total number of words which belongs to various sub 
groups or clusters under a domain D2.  

Figure 2 Shows group of words. Figure 3 Shows the 
groups (clusters) based on the position and they are iden-
tified with the color “orange” for odd position and “even” 
position clusters are identified with “blue” color. Figure 4  
Shows the sub groups (clusters) with respect to the posi-
tion (first character of a word). 

Step 2 Grouping of Words Starts with Same 
character
Group 1 (D1,g1) Group 1 (D2,g1)
clustering, customer has
communication, classification Group 2(D2,g2) 
Group 2(D1,g2) been , biology
used Group  3(D2, g3)
Group  3 (D1,g3)  many, medicine, 

marketing
in, including, image Group 4(D2, G4)
Group  4 (D1,g4 ) domain, document
application, animal Group 5 (D2, g5)
administration ,and processing, pattern
Group  5(D1,g5 ) Group 6 (D2,g6)
on  recognition, 

retrieval
Group  6(D1,g6 )                           
so

                                              Document

                            Words

                                                              Position

                                Odd                    Even 

            Group  of  words (position)            Group of words (position)

Group of similar words(first character) Group of similar words (first character )

                Sub group of similar words sub group of similar words

             (first, second character)                  (first, second character)      

                   Sub group of similar words            Sub group of similar words    

       (first, second, ………n character)      (first, second,……. n character)  
 

 
Figure 1. Segmentation of Documents.
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Figure 2. Group of words (Domain).

Figure 3. Clusters Based on Position.

Figure 4. Clusters (Sub Group) Based on  Position.

2.3 Phase 3: SOM 
SOM is trained using unsupervised two-dimensional, dis-
credited representation of the input space of the training 
samples. The aim is to learn a feature map from the spa-
tially continuous input space, in which our input vectors 
live, to the low dimensional spatially discrete output space, 
which is formed by arranging the computational neurons 
into a grid. The stages of the SOM algorithm are initializa-
tion, sampling, matching, updating and continuation.

2.4 Phase 4: KMEANS
K-means is one of the simplest unsupervised learning 
algorithms that solve the well known clustering prob-
lem. K-means clustering aims to partition n observations 
into k clusters in which each observation belongs to the 
cluster with the nearest mean, serving as a prototype of 

the cluster. This results in a partitioning of the data space 
into cells. The steps are collection, computation, separa-
tion, and grouping.

Algorithm -  Step I (Positioning of Words)
Read  w[] ;  (words)
Declare 
int  i;
char a[] , b[];  
char a,c,e,g,I,k,m,o,q,s,u,w,y = “odd”;
char b,d,f,h,j,l,n,p,r,t,v,x,z =  “even”;
{
for ( i =0;  i==\’o’; i++) 
{
if (first_char_w[]==”odd”)
display  a[];  (odd position words);
grouping of odd position words;
}
continue until last word;
{
if (first_char_w[]==”even”)
display b[];  (even position words);
grouping of even position words;
} 
continue until last word; 
}

Algorithm – Step II (Grouping of Words)
declare
 int i,j,k,n;
declare
  char a[100][100];
  Read n ;  ( words )
    for(i=0;i<n;i++)
  {
    for(j=0;j<n;j++)
    {
  Read a([i][j]);
    }   }
 Display (“Given word are :”);
  for(i=0;i<n;i++)
  {   for(j=0;j<n;j++)
    {  display a([i][j]);
    }  
}
}
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2.5 Phase 5: Clustering
Clustering usually groups keywords of documents into 
clusters and constructs them by selecting representative 
concepts from each cluster. Cluster analysis as such is not 
an automatic task, but an iterative process of knowledge 
discovery or interactive multi-objective optimization 
that involves trial and failure. It will often be necessary 
to modify data preprocessing and model parameters until 
the result achieves the desired properties.  Our proposed 
Color based constraint clustering algorithm is discussed 
as below.

2.5.1 Cluster - Formation of Sub Sets  
Clusters which are sub divided in to groups with similari-
ties and dissimilarities.  This can be explained with the fol-
lowing explanation. Let us assume that D is a Domain and 
it is segmented in to number of sub sets (groups). In each 
sub set numbers of points is grouped together with simi-
larities and are dissimilar with other sub set.  For example: 

D = {D1, D2, D3, D4, . . . . . . . . . . . .Dn} where D1, 
D2, D3, D4 are the sub set of the domain.   These are dif-
ferent groups with similar groups of data but dissimilar 
with each other are called clusters. The objects assigned to 
domains are nearer to them that is more frequently hap-
pened data.

D1 is a cluster which contains many points and is 
nearer to each other.  This is represented by the distance 
between the points which are closely related to each other 
with similarities. The points which are consider for the 
process which are very closer to the mid value or centre 
value which is responsible for the iteration to achieve the 
goal. Until the condition satisfies the process continues 
(iterations) until the required is achieved.  

D  =  { x1, x2 ,x3, x4, x5, x6,. . . . . . . ,xn}     
p1 = {x1(ag) , x2(ag) ,  x3 (ag) , ………………… , xn(ag)}
p2 = {x1(iar) , x2(iar) , x3(iar) , ………………… , 

xn(ar)}  where a  = active points;   ia = inactive points; g = 
represents green color(active points ); r = represents red 
color(inactive points) ;  D = p1+p2.  p1 = group of active 
elements. P2 = group of inactive elements. Inactive points 
are for away from the centroid and active elements are 
nearer to centroid and are   very close to the search data.  

Let i, j are two variables that are used to count the points 
or values which belong to similar group that is active or 
inactive. The color based constraints method is very easy 
to understand to identify the group or the nature of data.  
Here x1, x2, x3, x4, x5, x6, …….,xn are   domains (clusters) 

or a group (set of values). Points in the clusters are not 
considered for the process and these points are termed 
as inactive points. The points which are nearer or closely 
related to each point (neighborhood) and are closely to the 
centroid. These points are represented as active points. In 
different situations the various related points in the clusters 
are in the mode Active and Inactive and all depends on the 
situation of the process. The main purpose of the clustering 
is to optimize the number of iterations to achieve the goal. 

2.5.2 Color Constraints  
Color based constraint approach is easy to understand 
the grouping of data items (or clustering) and make the 
process in effective. The complexity may reduce though 
the constraints are similar. Color based constraints find 
the difference though they are nearer or linked. Depends 
on the query placed before for the processing and the 
set values are from the users pre-information. The color 
based active constraints reduce the complexity and pave 
the chance to select the more appropriate value or data for 
the process. In the same cluster i.e., the points in the clus-
ters are near and distance. The distance among the points 
is measured with the centre point.

Figure 5 Represents a cluster which contains number 
of points (values). In the cluster X1(a) ,X2(a) , X3(a), Xn(a), 
X1(ia) ,X2(ia) , X3(ia), Xn(ia) represents points. Point “C” at 
the center with reference to other points.   The diagram 
shows how the points are connected to each other with 
a distance.  These points are assumed to be active and 
inactive depends on its use during the process.  The active 
points are represented with “Green “(g) and the inactive 
points are represented with “Red” (r). The groups are 
identified with color and are easy to understand the pro-
cess nature of the cluster values.   “D” represents a domain 
and it is clustered and set into groups with number of sub 
clusters depends on the need.

 
Figure 5. Color Constraint (Cluster) Representation.    
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Let “D” be the parent domain and D1, D2, D3 . . . . . 
. . . ., Dn are siblings.  Though the values in the clusters 
which are similar but dissimilar to other groups always 
have relations and the relations are used for the process 
when they are needed. 

Let us assume that the point  “ C ”  is consider to be 
the centre point with respect to the entire cluster then the 
points  for example X1(a) ,X2(a) , X3(a), Xn(a) are nearer  and 
X1(ia) ,X2(ia) , X3(ia), Xn(ia) are away from the central point.  
Depending upon  the situation , the distance points are 
consider to be inactive and  represented with  the color  
“Red “ (r)  and the nearer points are represented as active 
and represented with the color “ Green”(g).  

On the need the active and inactive points with refer-
ence to the reference value is grouped. With the color it 
is easy to understand the nature of the clusters and their 
characterization. 

Let i , j are two variables which are used to segregate 
active and inactive point in a cluster to sub clusters with 
respect to  “C” (centroid) until the last word in a given 
document Figure 6 Shows the sub clusters of active and 
inactive elements (word) of a given document. 

Figure 6. Color Constraints (Sub Clusters).

3. Performance Evaluation
The Core i5 processor is used. For system configuration, 
windows 7 operating system is used. The problem is done 
using the application server Visual Studio 2007.  The 
front end C#.net and the Back end SQL Server is used.  In 
this work our proposed Color Based Constraint (CBC) 
algorithm, SOM and K-Means algorithms performances 
are compared against time based frequency and reliabil-
ity of retrieved documents. Here, the time needed to pro-
cess the number of documents is analyzed and the results 

are shown in Figure 7. Reliability of retrieved documents 
can be made by using the number documents and the 

Algorithm – Step III (Grouping of Words based on 
color constraint ( active/inactive))

  char x[100][100],aa[50][50],ia[50][50];
  int i;
  for (i=0;i<n;i++)
  {
    read x[i];
  }
  read active;
  read inactive;
  for(i=0;i<n;i++)
  {
    if (x==active)
    {
      aa[i] = active;
    }
    else
    {
     ia[i] = inactive;
    }  }
  display active elements;
  for(i=0;i<n;i++)
  {
    printf(“active elements”);
  }
  display inactive elements;
  for(i=0;i<n;i++)
  { printf(“inactive elements”); }
}
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Figure 7. Time Based Frequency Analysis.
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frequency measurement and the results are shown in 
Figure 8.
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Figure 8. Reliable Documents Based Analysis.

4. Conclusion and Future Work
Thus a clustering based on color constraints enhances 
the text mining process.  In this work the collected 
documents are preprocessed by stop word removal and 
stemming process. The preprocessed details are grouped 
based on position method then the documents are clus-
tered using color based constraint clustering method, 
K-Means, and SOM algorithms.  The algorithms per-
formances are compared against time and reliability of 
retrieved documents.  We proved our proposed color 
based constraint clustering algorithm out performs than 
K-Means, and SOM algorithms. In future this work can 
be extend to maximize the grouping of words with mini-
mum latency and we plan to extend this work to develop 
an algorithm for maximize the grouping(clustering) of 
words in a document with color based constraints to 
increase the clustering performance for efficient text 
mining.     
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