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1.  Introduction

Name disambiguation is the process of resolving the 
conflicts that arise when the identity of an entity is 
ambiguous. The lexical and referential ambiguities are 
the basic type of name ambiguities. The lexical ambiguity 
arises, when several persons have the same name. The 
referential ambiguity arises, when the person is referred 
to by many names (aliases). Bhat et al.1 enriched Latent 
Semantic Analysis and Holzer et al.2 proposed geodesic 
based shortest path algorithm, Paul et al.3 investigated 
many classification algorithms such as K-Nearest 
Neighbor, decision tree, SVM and logistic regression and 
found that logistic regression have better performance 
compared to other techniques for alias detection. The 
pattern-based approach4–6 with n-gram technique is used 
on alias extraction of an entity. Pantel et al.7 proposed 
cosine similarity measure for automatically detecting 
aliases in malicious environments. Shen et al.8 investigated 
the link- based properties for alias detection using fuzzy 

set based absolute order-of-magnitude model. Yin et al.10 
used the e-mail dataset specifically for extracting the 
e-mail user aliases. Ning et al.11 proposed probabilistic 
based logistic regression to find semantic alias detection 
of an entity.

2.  The Proposed Technique

Logistic Regression (LR) is a discriminative model of 
Machine Learning12 that uses an independent variable (x) 
to predict the dependent variable (y). The LR classifier 
uses the logistic function to find the learning model. 
The PSO algorithm13 is used to solve the unconstrained 
optimization problem with the objective function. 
Maximize LR classification accuracy f(x) = XεRn, where 
n is a dimension of X. In this application, ‘n’ is the number 
of similarity measures and ‘X’ is the given dataset. The 
classification performance of the logistic regression is 
maximized by the optimization of the regularization 
parameter λ(lambda) through the equation 2
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‘m’ is the total number of negative and positive instances 
and j is the weight of each feature in the learning model. 
Also, each name pair is associated with five features such 
as common friends, dot product, normalized dot product, 
co-occurrence relevance and social relevance which are 
selected and verified based on the related works3,11. These 
features are integrated and transferred to the classifier to 
build a learning model. The PSO is integrated to optimize 
the regularization parameter with the logistic regression. In 
regularization, all the features are taken, and its magnitude 
reduced to find the hypothesis function h (θ). Each feature 
consists of f (θ) theta to estimate the hypothesis function. 
To regularize these features, the regularization parameter 
(λ) is introduced avoiding the over fitting problem. The 
proposed alias detection system consists of two steps: 
Firstly, the alias preprocessing step transforms aliases and 
the real name into name pairs. Secondly, the link based 
features3, 11 are applied to the name pairs, and the semantic 
similarity values are calculated. Finally, the alias pairs 
are grouped according to the given entity and then, the 
integrated PSO with logistic regression is applied for alias 
classification of a given entity. The proposed work of alias 
detection is shown in Figure 1.

λ is regularization parameter in the classifier used 
to handle unbalanced dataset to avoid the over-fitting 
problem14–16. The proper value of the regularization 
parameter improves the learning rate of the model. 
Typically, threshold t = 0.5 is applied to determine 
whether an examined entity name pair belongs to class 
1 or 2. In the training phase, the algorithm tries to solve 
an optimization problem with the use of PSO. It is fast in 

convergence and used to find the regularization parameter 
of logistic regression through its fitness function that has 
generated different lambda values by random population. 
The λ (particle) values of the logistic regression are 
randomly generated using PSO17 to achieve an optimal 
value which maximizes the classification accuracy as 
shown in Figure 2. 

Figure 2.    PSO for LR Regularization.

Figure 1.    The Proposed Alias Detection System.
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The size of the swarm is P (number of particles) and 
the dimension of the particle ‘m’. The ith particle is denoted 
asp (i) = {plambdai1, plambdai2,…, plambdaim}. The 
best personal position, best global position and velocity 
(V) at the iteration (t) are represented as pbest (t) {pi1, pi2 
..., pim}, gbest(t) = (pg1, pg2, pg3…, pgn) and Vi = {vi1, vi2,…, 
vim}. W is an inertia weight, Lc Cognitive and L3 Social 
learning factors and r1 and r2 are the random numbers, 
vij (t) is the velocity of the ith particle in the tth iteration of 
jth dimension, xij(t) is the jth position of the ith particle in 
the tth iteration.

The dimension of the particle is an integrated feature 
set. The maximum iteration is 10000 and the swarm size is 
fixed as 20 and the number of lambda value is generated to 
increase the classification accuracy. 

The fitness function of each particle is computed using 
randomly selected instances and finding the standard 
deviation of the population. The global lambda value is 
calculated, using the fitness function and the following 
steps are used to find the optimized parameter (λ) 
regularization value applied to logistic regression. 

3.  Results and Discussion

This section gives details of the experimental evaluation 
of the performance of the proposed system.

3.1 Dataset 
The experiment for the proposed work is conducted on a 
core i5 with 4 GB RAM running on windows 7 OS. The 
dataset for the experiment is generated from Auton lab, 
CMU’s School of Computer Science. It consists of three 
files, namely Alias, Names, and Link. The Alias Dataset3 
consists of the names of the terrorists and their aliases; 
the Name file, all names and the Link file, 5581 links. The 
alias pairs are created by incorporating both the positive 
and negative pairs that are around 15000. Then, the 

association between the names is calculated, using the link 
based features, and the dataset is formed and normalized 
before applying to the classifier. Each link contains two or 
more names and represents an observed relation between 
the names which appear together. 

3.2 Performance Measure
The F-Measure is used to evaluate the performance of the 
proposed approach that is the harmonic mean between 
the precision and recall. 

Number of correct aliases retrived by an algorithm
Precision =

Number of aliases retrived by an algorithm

Number of correct aliases retrived by an algorithm
Recall =

Number of total aliases of an entity

Precision RecallFscore = 2
Precision + Recall

æ ö* ÷ç* ÷ç ÷çè ø

The experimental results are evaluated for sample 
entities. Figures 3(a) and 3(b) illustrate the performance 
analysis of the given entity of Abu-Fatima implemented 
in MAT lab version7.0.

Figure 3.    (a) Comparison Classification Accuracy of 
Sample Entity.

(a)

Table 1.    Performance evaluation of sample entities
Classification Accuracy F-score Precision Recall

S No Entity Name LR PSO-LR LR PSO-LR LR PSO-LR LR PSO-LR 
1 Abu-Baker 87.73 91.66 64.65 68.92 65.28 74.28 66.65 64.28
2 abu_fatima 90.65 95.63 64.51 74.26 63.51 66.12 65.69 84.62
3  abdallah_fazul 84.02 89.34 65.33 68.52 60.72 74.61 65.23 65.30
4 Hajj 93.90 97.25 65.03 74.48 62.04 65.39 68.32 86.51
5 abd_al_wakil_al_masri 87.57 91.71 64.61 68.72 65.40 74.47 65.87 63.80
6 abdul_rahman_s._taha 88.75 97.04 55.44 69.36 63.62 73.83 63.81 65.40
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Figure 3.    (b) Comparison of F-Measure Performance of 
Sample Entity.

(b)

Figure 3 (a) provides the comparison of the 
classification accuracy between the logistic regression 
and the PSO-LR. The proposed method PSO-LR provides 
better results. The logistic regression provides an accuracy 
of 90.65%, and the proposed method PSO-LR gives the 
improved accuracy of 95.63%. Figure 3 (b) illustrates the 
comparison between the f-score, precision and recall. The 
proposed method of PSO–LR provides a better result of 
74.26%, 66.12% and 84.72% for f-score, precision and 
recall, respectively, compared to the logistic regression 
result of 64.51%, 63.51% and 65.69%.

The above analysis is carried out using different 
entities in the dataset and the classification accuracy of 
the proposed system is verified and shown in Table 1. The 
alias detection of sample entity ‘abdallah-fazul’ is shown 
in Table 2.

Table 2.    Detected alias names of a sample entity
Real Name ‘abdallah_fazul’
Alias Names ‘abdallah_mohammed_fazul’

‘fazul_abdalla’
‘fazul_abdilahi_mohammed’
‘fazul_abdullah_mohammed’
‘fazul_adballah’
‘fazul_mohammed’
‘haroon’
‘harun’

The learning time performance in terms of the cost 
function of logistic regression for positive and negative 
pairs is taken for 150 and 130 iterations respectively. In 

PSO approach, it is fast in convergence and the fitness 
function reduced the learning curve by 27 and 32 
iterations for positive and negative pairs respectively. 
The results showed that the execution time of PSO based 
approach has performed better compared to the logistic 
regression for a given sample entity as shown in Figure 4.

Figure 4.    Execution Time Comparison of Sample Entity.

4.  Conclusion

In this work, the proposed PSO is used to optimize the 
regularization parameter of the logistic regression and 
improve the alias classification accuracy of the entity 
significantly 4.98% compared to that of the logistic 
regression. The experimental results demonstrated its 
performance and the results are compared to the logistic 
regression. In future, this work may be extended to apply 
PSO for other classifiers also. 
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