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Abstract: With the recent advancements in the field of Deep Learning, largely due to the 
increase in computational power, the long-standing problem of large-scale image 
classification has been solved up to a considerable threshold. Since the advent of 
AlexNet in 2012, there has been an increase in the research and development of various 
Convolutional Neural Network based model to solve problems in the field of Computer 
Vision. This may be primarily attributed to the success of AlexNet in successfully 
classifying 1000 class subset of ImageNet with considerable accuracy. Consequently, 
many more Convolutional Neural Networks were introduced including VGG Net, 
Inception Net, ResNet, DenseNet, etc. each with better performance than its 
predecessor. This paper serves as a brief guide to the architecture of ResNet and some of 
its predecessors. It will also discuss DenseNet and ResNeXt as improvements of ResNet 
architecture.

Keywords: Computer Vision, Convolutional Neural Network, Deep learning. Image 
classification, ResNet, AlexNet.

1. INTRODUCTION

Image classification or generally speaking 
computer vision has been very difficult for 
computer scientist for a long time. Effort has 
been made to present convolutional neural 
network which is one of the most effective 
solutions to this problem. In a nutshell, this 
paper tries to capture a slice of commonly 
used convolutional neural network architec­
ture and present it in a way that can serve as a 
quick-start guide to anyone new to this field. 
The paper also highlights the journey of 
neural network to bring in more context to the

subject. The model-oriented development 
and usage of various CNNs are the primary 
areas of focus.

Towards the very dawn of computing, an IBM 
researcher named Arthur Samuel began 
working on a different approach to program 
computers to complete tasks. He referred to it 
as machine learning. In 1962 he wrote an 
essay on the topic of “Artificial Intelligence: A 
Frontier of Automation” [1]. In his essay, he 
describes a traditional Machine Learning
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problem to be very difficult. He further 
reasons that, this difficulty could be attributed 
to the necessity of describing the algorithm's 
steps minutely rather than the complexity of 
the problem in hand.

As it is evident from his observations a step- 
by-step traditional algorithmic based hard 
coded approach is out of question. There is a 
need to find a way to let the computer figure 
out a way for itself to make sense of the data 
by giving examples of some sort. To put in 
layman terms, the computer will be shown a 
few images of an apple and tell it is apple 
instead to trying to describe apple as a some­
what round spherical object of red color. 
Needless to say, but this is somewhat of an 
oversimplified representation of a much 
complex problem. So, Arthur Samuel intro­
duces the concepts of weights and talks 
about a process through which these weights 
could be automatically adjusted to produce 
the desired results. Thus, the program would 
learn to maximize its performance by modify­
ing the weights. This whole concept could the 
represented in this diagram (Fig. 1).

This concept forms the very basis of modern 
neural network. In present day context, 
weight is defined as the parameter that 
transforms the input data within the hidden 
layers of network. In other words, it could 
be described as strength of connections 
between nodes.

To formalize this idea the following terms 
namely loss function and label were intro­
duced. Loss function is used to analyze the 
performance of neural network. It is calcu­
lated as the difference between actual 
results, i.e., label and predicted value. After 
this we update the weights such that it 
reduces the loss or in other words give more 
accurate results. Also, after introduction of 
Neural Network, the term architecture is often 
used interchangeably with model.

Thus, the conceptual flowchart is updated 
again [2] to reflect the Neural Network jargon 
(Fig. 2). This provides a basic high- level 
overview of any modern neural network 
model [ 1 -2 0 ].

Fig. 1. Arthur Samuel’s idea of Machine Learning [1] Fig. 2. Modern view of Neural Networks [2]
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Aim  o f This Paper : The decade of 2010- 
2019 was the dawn of deep learning in the 
field of computer vision on a large scale. The 
aim of this article is to document this period of 
twilight, which can be a source of valuable 
significance for future ahead. With the 
immense development in computing power 
and A.I. the scope of growth and usability for 
computer vision is immense in every field, be 
it Medical, Retail, Military, Transport.

1.1. H istory o f A rtific ia l Neural Network

In 1959, Stanford researchers Bernard 
Widrow and Marcian Hoff developed two 
models named as ADALINE and MADALINE
[3]. ADALINE is a single layer ANN. It was 
based on the neuron concept proposed by 
McCulloch and Pitts in ADALINE consists of a 
weight, a bias and a summation function. 
MADALINE or Many ADALINE is basically a 
multilayer network of ADALINE units. In 
1972, Kohonen [20] and Anderson [19] both 
independently developed a network similar to 
an array of analog ADALINE circuits without 
realizing it. They used matrix mathematics to 
approach the problem.

In 1974, Werbos [16] introduced back- 
propagation algorithm to train multi-layer 
networks. This proved to be a major mile­
stone. In 1988, Kunihiko presented Neo- 
cognitron [17] which was capable of visual 
pattern recognition. It was in 1998 that Yann 
Lecun et al. [18] made Convolutional Neural 
network with back-propagation algorithm for 
document analysis. Finally in 2012, Alex 
krizhe-vesky AlexNet [3] which marked the 
advent of modern Convolutional Neural 
Network.

1.2. S tructure o f A rtific ia l Neural Network

Any Artificial Neural Network is essentially a 
collection of units known as artificial neuron. 
The structure of these artificial neuron is 
inspired by the neurons present in human 
brain (Fig. 3). The connections between 
neurons are comparable to synapses in the

dendrites

m. /
out

♦
bias

Fig. 3. Biological Neuron and Artificial Neuron [11]

brain [11]. These connections are able to 
transmit signal to each other much like 
synapses in our brain. Instead of a signal that 
biological neurons receive artificial neurons 
receive a real number. Then the artificial 
neuron computes a weighted average and 
passes it through a non-linear function to 
formulate an output which is in turn passed to 
the next neuron. The connections between 
neurons are called edges. Each edge has a 
weight assigned to it. This weight is then 
adjusted in order to “learn” . The increase or 
decrease of weight affects the strength of 
input signal. Neurons may also implement 
some kind of threshold function. Although, 
most modern neural networks use linear 
activa tion functions. The neurons are 
arranged in layers. Typically, a neural net­
work is an ensemble of different type of layers 
each having some special tasks [12]. The first
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layer is called input layer and the last layer 
output layer, everything in between is 
referred to as hidden layer (Fig.4).

Hidden

Fig. 4. Artificial Neural Network [12]

1.3. Deep Learning

Deep Learning is a branch of machine learn­
ing primarily inspired bythe way human brain 
functions. It, mainly consists of algorithms 
that are basically different arrangement of 
Artificial Neurons. The word Deep is used 
here to signify the large Artificial Neural 
Networks. In comparison to other Machine 
Learning methods Deep Learning is much 
more computationally intensive. However, 
the key difference between Machine Learn­
ing and Deep Learning is in the process of 
feature extraction. Generally, Machine Lear­
ning techniques use handmade features by 
applying several feature extraction algo­
rithms including Scale Invariant Feature 
Transform, Histogram Oriented Gradient 
(HOG), Empirical mode decomposition and 
many more. Finally comes the leaning algo­
rithms like SVM (support vector machine), 
Random Forest, PCA (Principal Component 
Analysis), Linear Decrement Analysis, etc. 
consists of the various algorithms used on the 
extracted features to perform classification 
[1-8].

Feature Extraction Process

In case of Deep Learning, the process of 
feature extraction is automated and is repre­
sented in multiple layers. Hence, the name 
Deep Neural Network. Since most NNs 
contain multiple hidden layers other than the 
input and output layer. This is the chief advan­
tage of using deep learning instead of 
machine learning models. It is required since 
the process of definition of feature extraction 
manually is not possible in case of Deep NNs 
since it would have to be done at multiple 
layers. Also, the two-step process of Feature 
extraction and classification is now unified in 
a single step. This process of feature extrac­
tion is powered by back-propagation.

2. CONVOLUTIONAL NEURAL NETWORK

Since the paper is focusing on the journey 
towards ResNet, the foiiowing section will 
examine several popular state-of- the-art 
CNN models which were predecessor to 
ResNet and finally ResNet will be discussed 
in this section. Most of the multi-layered 
Convolutional Neural Networks comprises of 
some particular group of layers which are 
common to most, this includes the convolu­
tion layer, fully connected layers, the sub­
sampling layer, and the SoftMax layer. In 
general, any typical CNN model is basically 
an arrangement of numerous convolutional 
layers and sub-sampling layers succeeded 
by fully connected layers and at last comes 
the SoftMax layer [3-10].

In the initial stages of visual recognition, the 
dataset sizes were small compared to the 
current standards. Back then, the main 
problem for the image classification models 
was over-fitting. But as the time progressed
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the sizes of datasets increased drastically 
and along with that the resolution of the 
images increased a lot. It created lot of 
trouble for the classicfeed forward networks.

2.1. Image classification using Neurai 
Networks

To perform image classification using neural 
networks we need to perform a multitude of 
transformations and computational tech­
niques in order of achieve the end results. It 
involves feature extraction which is mostly 
done using convolutional layers, dimen­
sionality reduction using pooling layers and 
soon. The chief components of any neural 
network model for image classification are as 
follows-

Fig. 5. AlexNet architecture diagram [3]

1) Feature extraction using Convoiu- 
tionai Layers - The most vital part of any 
neural network, made for image classifi­
cation are the convolutional layers. They 
are kernels that extract spatial features of 
the input image. Generally square ker­
nels of odd lengths are used. The most 
common dimension being 3  x 3 x N where 
N is the number of layers.

2) Dimensionality Reduction-Max- pool­
ing and Average-pooling are the two most 
common strategies adopted to reduce the

size of the inputs. But before sending this 
to the Fully Connected layer the 2D inputs 
are passed through a Flattening Layer 
and converted into a long 1 D array.

3) Activation functions and Normaiiza- 
tion - Activation functions like ReLU and 
Sigmoid functions serve as activation 
functions. These are generally present in 
con- junction with convolutional layers. 
Normalization like batch norm and group 
norm are used to improve the model 
training procedure.

2.1.1. AlexNet (2012)

I n the year 2012, AlexNet with its state-of-the- 
art architecture shook the field of visual 
recogn ition  com plete ly. It s ign ifican tly  
outperformed its prior competitors and won 
the ImageNet Scale Visual Recognition 
Challenge that year.

ImageNet SVRC: 2012 (ImageNet Scale 
Visual Recognition Challenge) had a huge 
dataset, contain ing around 1.4 m illion 
images in total. On this dataset AlexNet 
reduced the top-1 error and top-5 error to 
36.7% and 15.3% respectively, which was 
remarkable compared to the second-place 
top-5 error rate of 26.2%.

AlexNet (Fig. 5) was one of the first models 
which tried to utilize the depth of a convolu­
tion network with its 5 convolution layers and 
3 fully connected weighted layers and for 
output a 1000-way SoftMax was used. Some 
key features of this Architecture [3]:

1) ReLU Non-Linearity: P reviously the 
standard of activation function was non­
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linear saturating functions like tanh or 
sigmoid functions which suffer from 
vanish ing grad ien t problem . But in 
AlexNet instead of that non- linear satu­
rating Rectified Linear Unit (ReLU) was 
used, this reduced the model training time 
considerably also reduced the error rate 
by nearly 25%. In top of that, Local Nor­
malization was used to prevent unneces­
sarily high learned variables.

2) Multiple GPUs: Due to the large nature of 
the database the neurons are distributed 
among two GPUs faster parallel compu­
tation. This reduced the training time and 
top-5 and top-1 error rate. The kernels in 
the third convolution layer are connected 
to kernels of the second convolution 
layers residing on both the GPUs. Fully 
Connected layers on both the GPUs are 
connected with each other.

3) Overlapping Pooling: In CNN's, usually 
depth of the output increases with each 
layer to capture the spatial features of an 
image more accurately. That results in a 
huge amount of data. To address this 
issue pooling is used to reduce the size of 
each output; it eases the computation 
quite a lot. To preserve the features better 
in AlexNet overlapping pooling is used.

4) Dropout: Over fitting is one of the main 
problems while training models like this. 
To reduce the over fitting problem, one of 
the methods is Dropout. In dropout, some 
random neurons are made inactive by 
setting their respective weights to zero, 
which in turn forces other neurons to step- 
up. This results in less codependency 
among neurons and less chances of 
over-fitting. In case of AlexNet, Dropout 
was used only in the first two fully con­
nected layers.

5) Data Augm entation: Another way of 
reducing overfitting is to use different 
versions of the same image preserving 
the labels. Data Augmentation in images 
are mainly done in two ways

a) Image translations and horizontal 
reflections, extracting random patches 
of the images etc. This increases the 
size of the dataset, though they are 
highly inter-dependent.

b) In images of real life objects the light­
ing and contrast may vary time to time. 
To solve this problem in second type of 
image augmentation the color, con­
trast and brightness of the image is 
varied to reduce overfitting. After using 
this technique in AlexNet the top-1 
error was reduced.

2.1.2. VGG(2014)

In 2014, Im ageNet V isual Recognition 
Challenge the GoogleNet came first, while 
the VGGNet [4] invented by Visual Geometry 
Group of Oxford university was the first 
runner up with 7.3% top-5 error rate. The 
main aspect of VGGNet is its simplicity and 
dep th . Karen S im onyan  and A ndrew  
Zisserman of the University of Oxford was the 
inventor of VGG. They tried variations with 
different number of layers from 11 to 19. 
Among those, VGG 16 with 16 weighted 
layers gave the best result.

While building the ConvNet architecture their 
main aim was to reduce the number of 
parameters. For that they used a greater 
number of small filters rather using one large 
filter. For instance, combination of three 3-by- 
3 Convolution layer will give the same field as
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one 7-by-7 filter. But the number of parame­
ters will be lot less.

(None. Z24.224.3)«-

(None, 112. m ,e

(None, Sfi. i6,12li)

(None. 2S, 2S. 2S6|

(None, 14,14,5U)

(None. 25,088)

This model was very important as it showed 
the path for the upcoming CNN models. Due 
to its simplistic model, larger depth and less 
chances of over-fitting this model was used 
as a base for upcoming lots of models.

2.1.3. lnceptionNet(2014)

The idea of was to basically to gather 
different information from same input feature 
map using kernels of different size. Instead of 
just depending on 3-by-3 kernels like most 
convolutional neural network, it makes 
different branches with each branch having 
different kernel size [14]. The different kernel 
size that InceptionNet used are 1-by-1, 3-by- 
3 and 5-by-5 in their model GoogleNet which 
won the ILSVRC 2014 competition.

Fig. 6. Schematic diagram of VGG-16 [10]

Keeping this in mind while building the 
ConvNet unlike previous models like AlexNet 
(which used 11-by-11 filters) or ZFNet (that 
used 7-by-7 filter), used a greater number of 
3-by- 3 that gave the architecture more depth 
and a smaller number of parameters to train. 
This in turn results in less chances of over­
fitting.

The most successful VGG16 model [10] had 
13 Convolution layers, 3 Fully connected 
layers with 4096 neurons each, and a 
SoftMax layer which gives output of 1000 
labelled classes (Fig.6 ). VGG was trained on 
4 GPUs 1.3 million training images. The 
training procedure mainly follows the same 
process as AlexNet with minor adjustments. 
On 50K validation images and 100K test 
im ages the  VGG w ith  16 layered  D- 
configuration gave top -1 error and top-5 error 
of 25.6% and 8.1 % respectively.

Fig. 7. Diagram showing naive version of inception 
moduie [14]

Fig. 8. Diagram showing inception moduie with 

dimensionaiity reduction [14]
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After initially operating under the naive 
approach (Fig. 7), it was seen to be 
computationally expensive to run the 5-by-5 
kernels. So, to make the model more efficient 
the concept of dimensionality reduction was 
introduced where before the 5- by-5 and 3- 
by-3 kernel convolutions a 1 -by-1 convolution 
was performed to reduce the number of 
channels (Fig. 8 ). This leads to better results 
with lesser computation cost.

Inception module is basically a combination 
of 1-by-1 convolution with 64 filters, 3-by-3 
convolution with 128 filters, 5-by-5 convolu­
tion with 32 filters and 3-by-3 max pooling 
with 32 filters with same padding. In inception 
module all combinations are done in single 
layer. 1 -by- 1  convolutional layer used to 
reduce computational complexity as well as 
depth channel. Advantage of inception net is 
to reduce com puta tiona l cost w ithou t 
changing the speed and accuracy.

2.1.4. ResNet(2015)

The years following the introduction of 
AlexNet, the first CNN based architecture, 
saw the rise in the number of layers in the 
DNNs in orderto increase accuracy (Fig. 9). It 
was observed that after a maximum thres­
hold number of layers, the accuracy did not 
seem to increase, rather the architectures 
w ith  a low er num ber o f laye rs  w ere 
performing better. This took place because of 
the vanishing gradient problem, where the 
gradient of the loss function approaches zero 
making it impossible to reduce the error in 
these networks and to solve this problem, 
was introduced in the year 2015 [15].

Residual Blocks

ResNets use the concept of skip connections 
or sho rt-cu t connections to so lve the 
vanishing gradient problem [15]. Up until this 
point, each layer in a conventional DNN feeds 
into the next layer. In ResNets, each layer

Fig. 9. Diagram comparing piain 56 iayers vs piain 
20 iayers network training and test error

Fig. 10. Diagram showing a residuai biock [15]
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acts as an input for the next layer and also 
directly into farther layers while skipping a 
few layers. If one takes any block from neural 
network whose input is x and output is H(x), 
one can represent the residual/difference as 
f(x) := H(x)-x, if one rearranges this, one gets 
the output distribution as H(x)=f(x)+x.

If one examines this, one will understand that 
the network is trying to learn the residual f(x), 
this makes it very easy for the layers to learn 
an identity function by assigning 0  to the 
value of the residual. In this way a very deep 
network can be turned into a smaller network 
if that is what the network requires to increase 
accuracy. Authors of the paper hypothesized 
that it was easier for the network to train a 
network with skipped connections than try to 
fit a very deep network.

3. FURTHER WORKS

Since at the time of writing this paper, it is 
2021 and ResNet was introduced way back 
in 2015, it is obvious that better architecture 
has been proposed, as this field is intensively

256-d in

256,1x1,4 256,1x1,4

4,3x3,4 4,3x3,4

4,1x1,256 4,1x1,256

256-d out

256-d out

Fig. 11.Diagram showing a Dense biock. Each iayer 
is connected to aii the previous

Fig. 12. Left: A ResNet block. Right: A ResNeXt 
block with 32

researched. So, there is a need to discuss a 
few  m ore a rch itec tu res  brie fly, which 
arguably draw their inspiration from ResNet 
architecture.

3.1.DenseNet(2016)

In general, convolutional neural networks 
with n layers have n connections i.e., each 
layer connected to the next layer. ResNet 
revolutionized this by introduction a skip 
connection. DenseNet, took this idea one 
step forward by connecting each layer to 
every other layer in a feed-forward manner, 
thereby having a total of n(n+1)/2 (Fig.11) 
However, the big difference between ResNet 
and DenseNet is that DenseNet does not add 
the output and input feature maps instead it 
concatenates them. Thus, to make every 
layer the inputs are the feature map of all the 
previous layers. In turn this layer and its own 
feature-maps forms the input to all the 
succeeding layers.

In DenseNet [7], information from all the 
previous layers is pre- served until the very 
last layer. Thus, the biggest advantage of 
DenseNet over most traditional Convolu­
tional Neural Network architecture is that it 
solves the varnishing gradient problem due 
to its densely connected architecture.
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3.2. ResNeXT(2017)

ResNeXt [8 ] is another convolutional neural 
network which in a way generalizes the 
concept of ResNet by introducing another 
dimension called “cardinality” along with the 
general height and width of ResNet.

In ResNeXt instead of vertical expansion i.e.- 
increasing the number of channels and 
number of layers as done in most tradi­
tional CNNs focus is shifted to horizontal 
expansion. This idea of branching out was 
seen in InceptionNet too but their different 
sized kernels were used fo r d iffe ren t 
branches but here only same sized kernels 
are used.

It must be noted that after introduction of 
ResNeXt, traditional ResNet just becomes a 
special case of ResNeXt with unit cardinality.

3.3. MobileNetV2(2019)

Convolution Networks with high accuracy, 
trade off on latency and demand of high 
computational power, is difficult to achieve on 
devices with low computational power, like 
mobile. MobileNet provides an architecture 
that requires low compute capability and low 
latency, but still maintaining good accuracy. 
MobileNetV2 made by Google exhibits [22] 
some innovative ideas, lik e -
1) Linear Bottleneck
2) Inverted Residuals
3) Depth-wise Separable Convolution

Culminating these ideas, along with the 
previous works MobileNetV2 maintains a 
balance between accuracy and latency even 
on smaller devices.

4. COMPARISON OF DIFFERENT CNNs

CNNs C h a l l e n g e s F i n d i n g s L i m i t a t i o n s

AlexNet
(2012)

I m a g e N e t

S V R C :

2 0 1 2

C o n t a i n i n g  

o v e r  1 .4  

m i l l i o n  

i m a g e s

O n e  o f  t h e  

f i r s t  t o  

i m p l e m e n t  

D e e p

L e a r n i n g  i n  

C o m p u t e r  

V i s i o n  w i t h  

s i g n i f i c a n t  

e f f e c t s

T a k e s  h u g e  

a m o u n t  o f  

c o m p u t a t i o  

n  p o w e r  

a n d  t i m e  t o  

t r a i n

VGG
(2014)

I m a g e N e t

S V R C :

2 0 1 4

I n s t e a d  o f  

u s i n g  l a r g e  

f i l t e r s ,  u s i n g  

m u l t i p l e  

s m a l l  f i l t e r s  

g i v e s  m o r e  

d e p t h  a n d  

a l s o  b e t t e r  

r e s u l t s

T o p - 5  e r r o r  

w a s  7 . 3 %

'nceptionN 
It (2014)

P r e v i o u s

m o d e l s

w e r e

s i m p l i s t i c

b u t

a c c u r a c y  

w a s  n o t  

s u f f i c i e n t

I n s t e a d  o f

n a i v e

a p p r o a c h ,

u s i n g  v a r i o u s

d i m e n s i o n a l i t

y  o f  K e r n e l

e x t r a c t

v a r i o u s

f e a t u r e s

D u e  t o  a

g r e a t e r  

n u m b e r  o f  

L a y e r s  t h e  

t i m e

r e q u i r e d  t o  

t r a i n  m o r e

ResNet
(2015)

O n l y

i n c r e a s i n g  

n u m b e r  o f  

l a y e r s  d o e s  

n o t

i n c r e a s e

t h e

a c c u r a c y ,  

r a t h e r  

p e r f o r m a n c  

e  s u f f e r s

I n s t e a d  o f

u s i n g  l i n e a r

a p p r o a c h  o f

d a t a  f l o w

t h r o u g h

l a y e r s ,

s k i p p i n g

c o n n e c t i o n s

i m p r o v e s

a c c u r a c y

R e s N e t

n e e d s  m o r e

f l o a t i n g

p o i n t i n g

o p e r a t i o n s

t h a n  o t h e r

l a t e s t

a r c h i t e c t u r e s
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5. PROS AND CONS OF CO NVOLU­
TIONAL NEURAL NETWORKS

Pros and Cons of Convolutional Neural
Networks. The Pros-
1) Convolution Neural Networks are very 

accu ra te  m odels com pared to its 
predecessor like HOG+SVM or SOFT+ 
SVM [21],

2) As these CNNs use machine learning for 
the purpose of image classification these 
models are very adaptive to the changes.

3) These initial CNNs worked as a founda­
tion to develop advanced models which 
can be used in daily life to efficiently and 
accurately perform classification and 
detection in various fields.

4) A generalized CNN model can be easily 
used for a specialized and targeted use 
case without having to train the model 
from  scratch using the concept o f 
transfer learning [2 2 ].

The Cons-

1) Due to the numbers of the fully connected 
layer in a CNN, it is time consuming to 
train a network to successfully classify 
and image. Moreover, even the number 
of layers can affect the time required to 
perform the image classification.

2) To tra in  a netw ork the am ount o f 
com pu ta tiona l pow er and sto rage 
capacity required is very huge and costly.

3) With CNN images can only be classified, 
but to perform Object Detection i.e., to 
determine the position of an object in 
image more com plex networks like 
RCNN, Fast RCNN, Masked RCNN, 
YOLO etc. are required [23].

6. CONCLUSION

The paper provides a concise overview of the 
major Convolutional Neural Network based 
architectures used for the purpose of image 
classification. Focus has been kept on 
ResNet since it is a major improvement in the 
world of Convolutional Neural Networks. The 
in troduction  section  p rovides w ith an 
alternate way of approaching the concept of 
Deep Neural Network by starting from a 
macro level overview. Thereby the reader 
approaches the subject of Neural Network in 
a Top- Down manner. This is inspired by the 
authors of FastAi [2]. Then the reader is 
provided with a history and basic construct of 
an Artificial Neural Network.

In the previous sections four major Convolu­
tiona l Neural N et-w ork  a rch itec tu res - 
AlexNet, VGG, InceptionNetand ResNet, are 
discussed at length. In the end the conclu­
sion is drawn by reviewing two architec­
tural improvements after ResNet namely 
DenseNet and ResNeXt which extend and/or 
modify the idea of skip connections to
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