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ABSTRACT 

The rising popularity of evolutionary algorithms to solve complex problems has inspired researchers to 

explore their utility in recommender systems. Recommender systems are intelligent web applications which 

generate recommendations keeping in view the user’s stated and unstated requirements. Evolutionary 

approaches like Genetic and memetic algorithms have been considered as one of the most successful 

approaches for combinatorial optimization. Memetic Algorithms (MAs) are enhanced genetic algorithms 

which incorporate local search in the evolutionary scheme. Local Search process on each solution after 

every generation helps in improving the convergence time of MA. This paper presents multi-perspective 

comparative evaluation of memetic and genetic evolutionary algorithms for model based collaborative 

filtering recommender system. Experimental study was conducted on MovieLens dataset to investigate the 

decision support and statistical efficiency of Memetic and genetic algorithms. Algorithms were analyzed 

from different perspectives like variation in number of clusters, effect of increasing the number of users, 

varying number of recommendations and using either one or more than one cluster for computing ratings 

of the unrated items. Results obtained demonstrated that from all perspectives memetic collaborative 

filtering algorithm has better predictive accuracy as compared genetic collaborative filtering algorithm.   

 

KEYWORDS 
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1. INTRODUCTION 

The explosion of information on World Wide Web has led to the development of intelligent web 

applications. These applications take into consideration heterogeneity of sources, user interests 

and mobility to intelligently utilize vast, rich and shared web resources and services available on 

the web. Examples of such web applications include Web Personalization, Web Mining, 

Semantic Web and Intelligent Agents etc. However in recent years, adaptive/personalized web 

applications popularly known as recommender systems have become more trendy. These systems 

try to identify the traits of the active user and then provide suggestions based on either the users 

personal past history or on the basis of opinions of friends, relatives and peers etc to facilitate 

their decisions. Among the various techniques used to develop the recommender systems, 

collaborative filtering, content based filtering and hybrid techniques are more common [1]. Other 

filtering techniques include Demographic filtering which uses demographic information like age, 

gender, qualification, etc. of the users to make recommendations. Utility based recommender 

systems suggest items based on their usefulness for the users. Knowledge based recommender 

systems take advantage of the knowledge about how a particular item meets a particular user 

needs, to make recommendations. Recently, several authors have proposed mixed approaches to 
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overcome the disadvantages of using any single method. These systems are called Hybrid 

recommender systems [17] [56]. All these approaches differ in the way how user profile and 

information products are described and compared to generate recommendations, like in content-

based filtering; items are recommended based on the past preferences made by the user. On the 

other hand, collaborative filtering (CF) [47] technique primarily identifies the community of the 

active user by comparing the profile of active user with other users and then recommends items 

based on the community preferences. Generally profiles in collaborative filtering are represented 

by the explicit/implicit ratings made by the users on the various items of interest. Explicit 

rating/voting refers to a preference expressed by the user for the product, usually on a discrete 

numerical scale. For example the GroupLens system uses a scale of one to five for users to rate 

the Netnews articles. Users explicitly rate each article after reading it. Implicit rating refers to 

interpretation of user behavior or selections to input a vote or preference based on web browsing 

data or purchase history etc.  Collaborative filtering does not exploit any information about the 

features of the products, thus it has been successfully applied to extensive range of applications 

[18]. Research in collaborative filtering turned vigorous with the development of Tapestry system 

[15] that was based on pull-based collaborative filtering approach. In such systems, users willing 

to have recommendations had to proactively pull out the recommendations from the database. 

With the immense success of this system, other researchers started contributing which led to the 

development of push based collaborative filtering system [33].In contrast to pull based systems, 

users of these systems had the privilege to push the items of their interests to their friends and 

peers. With the great acceptance of semi-automatic systems, automatic collaborative filtering 

systems came into being like GroupLens system [30][45] developed in the domain of Usenet 

newsgroup articles, Bellcore’s Video Recommender [20] for recommending movies and Ringo 

system [48] for music etc. Other examples include Amazon.com for books, Jester system [16] for 

recommending jokes and PHOAKS systems [49] to help users find pertinent information on the 

web. The anticipated statistics of varied recommender systems developed so far in both academia 

and industry across diverse application domains [43] are around 21 for recommending the Web, 

13 for movies, 11 for news, 10 for Document and Information, 6 for music, 5 for information 

filtering and sharing etc . Other domains like travel, e-commerce, interesting changes on the web 

etc have 1-3 recommender systems. However these counts are too small as compared to the size 

of WWW. Several applications areas like Health, Education, and Geography etc. are still left to 

be explored.  

 

In literature [7], collaborative filtering techniques are explored from two perspectives- Model-

based CF and Memory-based CF. Memory-based CF systems use the whole user-item rating 

dataset to make predictions. These systems employ statistical techniques to identify a set of users 

known as neighbors whose past behavior was similar to the target user. Neighbors’ preferences 

are then combined to compute recommendations for the target user. In contrast, Model-based CF 

systems split the complete dataset into source and target dataset. Source dataset is utilized to train 

the model using various machine learning algorithms like Bayesian network [24], clustering 

algorithms [29] etc. Thereafter the trained model is used to generate recommendations for the 

active user in the target dataset. Grouping of users into clusters helps in improving the accuracy 

of recommender systems, thus clustering algorithms have become more prevalent for creating the 

communities/classes of users who made similar purchases. The state of art clustering algorithms 

like K-means are though simple and take less time in clustering large datasets, they have good 

chance of getting trapped in the local optima. Moreover these techniques show inconsistent 

performance [51], either because data are often highly sparse or because people often have tastes 

which put them in multiple categories. Since these conventional clustering methods are ad hoc 

and the improvements are vague, one cannot simply take benefit of all the accessible knowledge. 
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This motivated the research community to explore the utility of biologically inspired algorithms 

for global optimization of recommender systems performance. These algorithms have been 

successfully tested and applied in solving various combinatorial optimization problems. 

Biologically inspired computing techniques are stochastic search methods that mimic the 

metaphor of natural biological evolution to provide solutions to a variety of intricate problems. 

The most widespread computing techniques [12] [26] in this domain include the neural networks 

stirred from the functioning of the brain, the evolutionary algorithms (EAs) like genetic 

algorithms(GA) enthused by natural evolution, memetic algorithms(MA) integrated GA with 

local search, the ant colony optimization(ACO) inspired by the collective intelligence of social 

insects, particle swarm optimization(PSO)  inspired by the social behavior of a flock of migrating 

birds and shuffled frog leaping algorithms(SFLA) that combine the benefits of both the genetic-

based MAs and the social behavior-based PSO algorithms. Among these ACO, PSO and SFLA 

are swarm intelligence techniques whereas GA and MA are inspired by the notion of evolution. 

The present study is focused to investigate the relative contribution of evolutionary techniques 

like memetic and genetic algorithms towards recommender systems. Genetic algorithms (GAs) 

are a population-based Meta heuristics invented by John Holland in the 1960s [11]. They are 

search techniques used in computer science to find approximate solutions to optimization and 

search problems. These algorithms use operators such as inheritance, mutation, selection, and 

crossover etc inspired by evolutionary biology[37]. Genetic algorithms are normally implemented 

as a computer simulation in which evolution starts from a population of completely random 

individuals. In each generation, the fitness of the whole population is evaluated. Subsequently 

multiple individuals are stochastically selected from the current population based on their fitness, 

and modified (mutated or recombined) to form a new population. The new population is then 

used in the next iteration of the algorithm. This process of evolution generates successively better 

solutions from previous generations of solutions. The contribution of genetic algorithms towards 

information filtering applications has been studied in various scenarios like the application of GA 

K-means [27] to an online shopping market segmentation proved that GA K-means clustering 

performed better than K-means clustering and self-organizing maps (SOM). In another 

application Genetic algorithm [28] has been used to group users based on products categorized by 

Naive Bayes classifier. Consequently recommendations were made to the user on the basis of 

grouped user preferences and information of categorized items. The Genetic algorithm based 

approach [32] to determine the weight value of each feature of a customer has been found to be 

effective in recommendation systems. The efficiency of genetic clustering algorithm [57] has 

been discussed in tackling scalability problem of collaborative filtering algorithms. However, 

conventional genetic algorithms experience the limitation of early convergence [14]. In contrast 

memetic algorithms reduce the likelihood of the premature convergence occurring in genetic 

algorithms. MAs are population based evolutionary algorithms (EAs) inspired by Richard 

Dawkin’s notion of a meme [9][38]. They are hybrid EAs that use local search techniques to 

accomplish exploitation and global search method to perform exploration. They are motivated by 

the models of adaptation in natural systems that unite evolutionary adaptation of population of 

individuals with individuals learning within a lifetime [35]. Memetic algorithms are an extension 

of the traditional genetic algorithms. They are similar to Genetic Algorithms (GA) but the unit of 

cultural evolution is meme in place of genes. A meme has been defined to be ‘a noun that 

communicates the idea of a unit of cultural transmission, or a unit of imitation’. Memes are 

analogous to genes as they are self replicating, but they differ from genes as they are transmitted 

through imitation rather than being inherited. Examples of memes include stories, fashion and 

technology etc. MAs are different from GAs as they incorporate local search process to refine the 

solutions before they get involved in the evolutionary process. The worthiness of MA has already 

been tested in variety of applications like machine cell formation [39], portfolio optimization [3], 
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downlink spatial access division multiple access optimization [21], remote sensing image 

segmentation [23] and protein assignment problem [53] etc. This paper presents multi-perspective 

comparative evaluation of memetic algorithm with genetic algorithm for collaborative filtering 

recommender systems. Section 2 presents the methodology or algorithm followed by experiments 

and results in Section 3. Section 4 presents conclusion and future work. 

 

2. METHODOLOGY   

 
To compare the relative performance of Memetic and Genetic Algorithms, model based 

collaborative filtering recommender systems were developed respectively. User based clustering 

models were build using memetic and genetic clustering algorithms for respective collaborative 

filtering systems. Initially the data was maintained in the database in the form of user-item rating 

matrix as shown in Fig 1. Consequently, data was divided into Source/training (s(i,j)) dataset and 

test/target (t(i,j)) dataset. The training dataset was used offline to develop models using clustering 

algorithms whereas test dataset was utilized to measure the performance of the trained model.  

 

 

 

Fig 1: Snapshot of User-Item rating dataset 

 

 

2.1 CLUSTERING ALGORITHM 

 
Clustering is defined as a task which determines a finite set of categories (clusters) to describe a 

dataset according to similarities among its objects [13] [25]. The main objective of clustering is to 

maximize the homogeneity within each cluster and the heterogeneity among different clusters that 

is the objects that belong to the same cluster should be more analogous to each other than objects 

that belong to different clusters[2] [10]. The similarity among the clusters may be measured either 

directly using the similarity functions like cosine similarity, adjusted cosine similarity etc or 

indirectly using the distance measures like euclidean  distance for quantifying the degree of 

dissimilarity among objects, in such a way that more similar objects have lower dissimilarity 

values [22]. The  worthiness of  Genetic Algorithm based clustering has been realized in various 
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application scenarios like production simulation.[41], microarray data analysis[42], clustering 

small regions in colors feature space[52], image compression problem[34], document 

clustering[8], text clustering.[55], mobile ad hoc networks[50] and gene ontology[44] etc. The 

efficacy of Memetic clustering algorithm has been proved in the variety of domains like 

clustering of gene expression profiles [36], traveling salesman problem [54] and for collaborative 

filtering recommender system [4]. In the present work memetic and genetic clustering algorithms 

were implemented for respective collaborative filtering as follows:  
 

2.1.1 Initially K genes/memes were selected at random for every chromosome in the population P 

to create the clusters. In each chromosome, K memes or K genes represented the centroids 

of user based K clusters. Subsequently all other users were assigned to the meme/gene with 

maximum similarity to create the cluster. The similarity (Sim (i, Cent)) of the user i with 

the centroid of the cluster was computed using adjusted cosine similarity function [48] 

given in equation (1). 
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 where Ui and Uj are the vectors containing ratings given by user i and j for movie n. )(no  

refers to the average of the ratings given by all users on the nth movie. The centroids and 

the users belonging to the respective clusters for a chromosome of size K=20 are shown in 

Fig 2. 

 

 
 

Fig 2: Snapshot of Chromosome structure for K=20 

 
2.1.2: Both the memetic and the genetic algorithms are population based algorithms. In these 

algorithms, only the fitter solutions are taken to the next generations. To evolve population 

for the next generation, the fitness of the whole population is computed. Subsequently 

multiple solutions are randomly selected from the current population based on their fitness, 

and mutated or recombined to form a new population. The new population is then used in 
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the next iteration of the algorithm. The fitness function used for evaluating the fitness of a 

particular chromosome (Chr) is shown in equation (2): 

 

  Fitness (Chr) =  
K

Ci
k

i

∑
=1                                                     (2) 

  

where C is the fitness of the cluster i and K is the number of clusters in the solution. The 

function used to evaluate the fitness C of a cluster is given in equation (3)  
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where Cent represents the centroid of the cluster and m refers to the number of users in the 

cluster. Fig 3 depicts the fitness of each of the clusters in a chromosome of size K=20.  
 

 
 

Fig 3: Snapshot of Fitness of the cluster and the chromosome 

 

 

2.1.3: System adapted the crossover operator [36] for creating the population for next generation.    

The steps followed to generate an offspring of the two chromosomes A and B are: 

 

 2.1.3.1: Primarily for all memes/genes bii in parent B, determine the nearest meme ai in 

parent A,    where Ki ≤≤1 , K is number of memes/genes in each solution. 

 

 2.1.3.2: Assign bi to the memes of ai with maximum similarity.  

 
 2.1.3.3: Finally the offspring chromosome contains memes/genes of A which are closer to 

more   than n memes/genes of B where n lies between 0 to K.  To retain size of 
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chromosome,  rest of  the memes were selected randomly from the list of memes in 

parent B which were  closer  to A.  

 

 To maintain the size of initial population, second offspring was produced by applying 

same  recombination strategy in the reverse order. 

 

2.1.4: Local search optimization is the key quality of Memetic algorithms. The most widely used 

algorithms for performing local search in Memetic algorithms are K-means and simulated 

annealing [46]. The strategy used to perform the local search in our system is as follows: 

 

 2.1.4.1: Primarily from an individual chromosome with K memes, the meme cluster with       

       maximum fitness is selected. 

 

 2.1.4.2: Then the n worst users from the chosen cluster are extracted and redistributed in 

the           other K-1 clusters. 

 

 2.1.4.3: Thereafter from the left out K-1 clusters, t worst clusters are identified.  

 
        2.1.4.4: All the users from these t worst clusters were reassigned among themselves 

based on         their similarity with the centroids of the t clusters.  

This process of local search optimization was followed for defined number of iterations for every 

individual in the population. 

 

2.1.5: In this step an additional K-means operator was used to update the centroids of whole    

population after every generation. 

 

For creating the clusters using Memetic algorithm, Step1 to Step 5 were followed for defined 

number of iterations. However for Genetic algorithm based clustering, Step 1-Step 5 except step 4 

were used to create the model.  

 

2.2 PREDICTIONS 

 
The main task of collaborative filtering is to predict the utility of items to an active(online)  user, 

based on a dataset of user ratings(votes) provided by the other users in the database. The 

prediction task in collaborative filtering has been broadly categorized into two types- rating 

prediction and choice prediction [40]. Rating prediction endeavors to estimate the rating score 

that a user may assign to an item. This is generally evaluated by holding out certain amount of 

user ratings in the form of test dataset and then comparing the predicted ratings with the true 

ratings. Rating scores measure the extent to which a user likes an item, thus the performance of 

rating prediction reflects an algorithm’s ability at capturing user’s preference over items. In 

contrast choice prediction task involves predicting which users would rate what items, and is 

often based on implicit user feedbacks for example  The who rated what type of task in KDDCUP 

2007 [6] is an example of choice prediction. The present study is performed on rating prediction. 

Thus after creating the models using Memetic and Genetic clustering algorithms, test dataset was 

used to evaluate the predictive accuracy of the model for collaborative filtering. Ratings for the 

unrated items were predicted using two methods. 

 
2.2.1: In this method, the cluster having highest similarity with the active user was used to predict 

the ratings. The algorithm [48] modified to predict how user i in the test dataset t(i,j) would 
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rate item j is : 

 

• Primarily the similarity (Sim (i, u)) of active user i with the centroids of all clusters was 

computed using the similarity function given in equation (3). 

 

• Then the cluster whose centroid had maximum similarity with the active user was 

selected for prediction. 

 

 

• The users of the selected cluster comprised the neighborhood (Ni) people similar to the 

active user i. 

 

• Thereafter the weight w(i,k) of each user k in Ni was computed using  equation(4) 
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   where constant ≤  Number of users in the chosen cluster.  

 

• Finally equation (5) was used to compute the predicted value p(i,j) for t(i,j) .  
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2.2.2: This methodology [5] utilizes more than one cluster to predict the ratings of the unrated 

items. It primarily involves selection of top 3 clusters having maximum similarity with the 

active user. Afterwards the rating quality of each item in the selected cluster was computed 

using function given in equation (6).   

  

Q = 
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+
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avgratingUB
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 where UB is upper bound of the ratings, avgrating represents average rating of the item in the 

chosen cluster and var is the variance of the ratings given by individual users for the item in 

the chosen cluster. After computing the quality (Q) of each unrated item in the chosen cluster, 

the clusters in which Q for each item lies in the interval 

)max)005.((max imumQQimum ≤≤−  are selected for predicting the ratings using 

equation (7) as follows: 
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       where Qc is the quality of item in selected cluster and nc is the number of clusters selected. 
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3. EXPERIMENTS AND RESULTS 
 
Evaluation of recommender systems depends upon the task for which they are used. The two 

main end user tasks identified in collaborative filtering literature are Annotation in context and 

Find Good Items [19]. First task refers to the annotations of recommendations with prediction 

information. Users use this information to decide which information to read or follow foremost 

whereas the second task provides users with ranked list of the recommended items along with 

predictions for how much users would like them. Extensive experiments were carried out to 

compare the performance of memetic algorithm approach with genetic algorithm approach for 

collaborative filtering recommender system. Performance of the both algorithms was measured 

for both the end user tasks using the two most popular evaluation metrics: 

 

3.1: Decision support metrics- These metrics measure the rate with which a recommender 

system makes correct or incorrect decisions about whether an item is good. These metrics 

are suitable for the task of finding good items when users have true binary preferences. 

These parameters are used to determine the capabilities of the systems in predicting high 

quality items that is the items that would be rated highly by the active user for example 

precision, recall, f1 measure as given in equation (8), (9) and equation (10) respectively. 

 

 Precision =N*100/P          (8) 

 

 Recall=N*100/R         (9) 

 

 F1= 2*Precision*Recall/ (Precision + Recall)        (10) 

  

 

 where P denotes  the number of recommendations or predicted ratings,  N be the subset of P 

with number of predicted ratings greater than the average ratings and R be the number of 

ratings given by active user which are greater than the average ratings. The F1-measure 

combines the precision and recall ideas from information retrieval for cluster evaluation 

[31].  F1-measure values lie in the interval [0, 100], and larger values of f1 measure indicate 

the better clustering quality. However these metrics do not endeavor to directly measure the 

capability of an algorithm to accurately predict ratings. 

 

3.2: Statistical Accuracy metrics: This metrics is particularly important for evaluating the 

task in which predicted ratings are displayed to the user like Annotation in Context. For 

example MovieLens recommender predicts the number of stars that a user will give to each 

movie and displays that prediction to the user. This metric establishes the statistical strength 

of the recommender algorithm by comparing the estimated (predicted) stars against the 

actual stars given by the user to each movie. Thus a recommender system may fail if the 

predicted ratings it displays to the user are incorrect even if a recommender system was able 

to correctly rank users movie recommendations. Mean Absolute Error (MAE) metrics was 

used to compute the predictive accuracy of both the recommender algorithms. Let {a1, 

a2….an} be the actual user ratings, {p1, p2….pn} be the predicted values of same ratings 

then the mean absolute error (MAE) is computed as given in equation (11): 
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 Experiments were conducted on a Core2 Duo 1.67 GHz processor, 2-GB RAM computer 

using Java1.6 and MYSQL5.1. All experimental were performed on widely used MovieLens 

[58] recommender dataset, with population of 100 chromosomes evolved over 100 

generations. MovieLens collaborative filtering dataset was collected by the GroupLens 

Research Project at the University of Minnesota. Dataset contained 100,000 ratings ranging 

from 1-5 for 1682 movies rated by 943 users. Rigorous experiments were performed from 

different perspectives to compare the efficacy of collaborative filtering recommender 

systems developed using memetic and genetic algorithms. In all the experimental 

evaluations M and G are used as prefix for memetic and genetic algorithm respectively. The 

following perspectives were identified to evaluate the recommendation and predictive 

accuracy of both the genetic and the memetic algorithm:- 

 

3.2.1: Variation in the number of clusters  

3.2.2: Effect of varying the number of users by varying the number of movies rated by the 

user.  

3.2.3: Impact of using more than one cluster for making predictions. 

 

Experiment 1: This experiment was conducted to evaluate the impact of varying number 

of clusters K=10, 20 and 30 on recommendation accuracy. It was performed by training the 

clustering model for users whose rated movies were greater than or equal to 30 in the 

MovieLens dataset. The results as shown in Fig 4, 5 and Fig 6 depict the efficiency of 

precision, recall and f1 parameters over top N number of predictions.  
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Fig: 4 Number of clusters=10 
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Fig: 5 Number of clusters=20 
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 Fig: 6 Number of clusters=30 

 

Fig 4 and fig5 illustrate that memetic recommender system has slightly better accuracy as 

compared to genetic recommender system. However for N = 30 as shown in Fig 6, genetic 

recommender system performed better. To validate these results, mean absolute error was 

computed as shown in Fig 7 which precisely establishes that for all values of N, memetic 

collaborative filtering algorithm significantly outperforms genetic collaborative filtering 

algorithm.  
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Effect of clustering over Mean Absolute error 
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Fig 7: Mean Absolute error for N=10, 20, 30 

 

Experiment 2: This experiment was performed to measure the effect of varying the number of 

users and predicted ratings, on precision recall and f1 metrics. The variation in numbers of users 

was made by varying the threshold value that is the number of movies rated by the user. 

Consequently only the users, whose rated movie count was above threshold, were considered for 

training. The threshold values of 200,100, 50 and 30 movies reduced the number of users (U) 

148, 361,563 and 730 respectively. The results obtained for U= 148, 361, 563, 730 are shown in 

Fig8, Fig9 Fig10 and Fig11 respectively.  
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Fig 8: Precision, Recall and F1 for U=148 
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Number of Users=361
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Fig 9: Precision, Recall and F1 for U=361 
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Fig 10: Precision, Recall and F1 for U = 563 
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Fig 11: Precision, Recall and F1 for U = 730 

 

 

Fig8-Fig11 illustrate that there is only trivial difference in the decision support accuracy of 

memetic algorithm and genetic algorithm for top N recommendations. To substantiate these 

results statistical accuracy of the algorithms was evaluated using Mean absolute error (MAE).The 

MAE results obtained for U=148, 361, 563 and 730 as shown in Fig12, precisely demonstrate that 

for all values of N, MAE is less for memetic algorithm. This confirms that memetic collaborative 

filtering algorithm has more likelihood of providing good quality items to the user as compared to 

genetic collaborative filtering algorithm.  
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Fig12: Mean Absolute Error over number of users 

 

Experiment 2: This experiment was conducted to study the impact of using more than one 

cluster for making predictions. Both the memetic and genetic algorithms were evaluated based on 

decision support metrics for small and large number of recommendations. Following parameters 

were set for the experiments: 

Number of rated movies: ≥ 30 

Number of Users: 730 
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Number of clusters(C) = 20 

Number of Recommendations(R) = 15, 30. 

 

As shown in Fig13 and Fig14 respectively for smaller as well as larger number of 

recommendations, values of recall, precision and f1 metrics improved considerably for 

predictions made using more than one cluster.  
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Fig13: Precision, Recall and F1 for C=20, R=15 
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Fig14: Precision, Recall and F1 for C=20, R=30 

 

However results also revealed that both algorithms exhibited comparable performance for all 

decision support metrics. To validate these results mean absolute error (MAE) was computed as 

shown in Fig15. Results demonstrate that in both the cases (predictions made using 1 cluster and 

more than one clusters) predictive accuracy of memetic algorithm is significantly better than the 
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genetic algorithm.  
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Fig 15: Mean Absolute error over number of clusters used for predicting ratings.  

 

Overall, work contributes notably towards the collaborative filtering research. Rigorous 

experiments performed from multiple perspectives demonstrate that for varied number of users or 

clusters both memetic and genetic algorithms may show similar performance for decision support 

metrics but statistically memetic algorithm provides more predictive accuracy as compared to 

genetic algorithm. Studies also established that if more than one clusters are used for making 

rating predictions, values of recall, precision and f1 amplify but along with that mean absolute 

error also escalates. However mean absolute error of memetic algorithm lies within the acceptable 

range. On the whole, empirical results precisely corroborate that Memetic collaborative filtering 

based recommender system perform significantly better as compared to Genetic collaborative 

filtering algorithm based recommender system.  

 

5. CONCLUSION 

 
This paper presented multi-perspective comparative evaluation of memetic and genetic clustering 

algorithms for model based collaborative filtering recommender system. Memetic algorithms are 

genetic algorithms that incorporate local search in the evolutionary concept. Performance of both 

the algorithms was measured from different perspectives like variation in number of clusters, 

effect of increasing the number of users, varying number of recommendations and using either 

one or more than one cluster for computing ratings of the unrated items. Painstaking experiments 

were performed on MovieLens dataset to compare the decision support and statistical accuracy of 

memetic and genetic algorithms. Results establish that both the memetic and genetic algorithms 

may depict comparative performance for the systems displaying ranked list of items along with 

predictions for how much users would like them. However recommender system may not succeed 

if the predicted ratings it displays to the user are incorrect even if a recommender system was able 

to correctly rank users movie recommendations. Therefore memetic algorithm is a better choice 

for recommender system applications where the goal is to display predicted ratings along with the 

recommendations and to present the ranked list of items.  
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