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ABSTRACT  

    The rich information found in the human gestures makes it possible to be used for another language 

which is called the sign language, this kind of intuitive interface can be used with human-made 

machines/devices as well, we herein going to introduce a new gesture recognition system based on image 

blocking and the gestures are recognized using our suggested brightness factor matching algorithm, we 

have applied two different feature extraction techniques, the first one based on features extracted from 

edge information and the other one based on a new technique for centre of mass normalization based on 

block scaling instead of coordinates shifting; we have achieved 83.3% recognition accuracy in first 

technique with significant and satisfactory recognition time of 1.5 seconds per gesture, and 96.6 % 

recognition accuracy with recognition time less than one second by eliminating the use of edge detector 

which consumes time, this paper focuses on appearance based gestures. 
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1. INTRODUCTION 

The ubiquitous computers are used in our daily life and became the inevitable mate, the 

encumbered input devices such as keyboard and mouse and even the touch screen are limited 

the human capabilities for the communicating with these devices, new interface is demanding 

for the human-made machines, therefore, the vision based input devices attracted the attention 

too be the replacement of such former boring devices, Figure 1 shows the usage of gestures for 

warplane directing. 
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The gestures can originate from any bodily 

bodily organ that can express an act. Gestures also may represent the compressed information 

[2] that can be decoded between the sender and receiver in order to adopt the gesture meaning, 

we can interpret the hand fist as any predefined 

agreement can be translated to take place between the human and the human

even devices. 

Many challenges facing this gesture system, w

types, these types are listed below:

(1) Posture Challenges  

(2) System Challenges  

Hasan and Misra [3] address three types of challenges, illumination challenge that affects the 

extraction of the correct skin-like region, transformation cha

region may fall within any portion of the input image, and background challenge which mix 

many objects beside the hand object

posture challenges, in the other hand, 

detection are addressed by Hasan and Misra [

system, no noticeable time delay

trigger of the command and should be with acceptable accuracy

the ability to operate on different 

system challenges. 

 

In this paper we have applied an appearance based model for

we have used the gray scale color model that converted from the input colo

have applied our designed recognition algorithm based on local computing of brightness value.

 

2. RELATED WORK 

Sebastien Marcel [5] has opened

applied hand posture detection and recognition using the LISTEN  system and applied using a 

neural network called constrained generative model (CGM), he mapped a body

detected by LISTEN system, he opened an active window for detecting the user intension for 

command issuing, When a skin color goes inside this "active window'', the recognition 

algorithm is triggered, he used 6 different posture classes with many sample and a

Figure 1. Signaller 
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The gestures can originate from any bodily motion or action like hand, head, figures and any 

bodily organ that can express an act. Gestures also may represent the compressed information 

] that can be decoded between the sender and receiver in order to adopt the gesture meaning, 

he hand fist as any predefined meaning between the involved objects, this 

agreement can be translated to take place between the human and the human-made machines or 

Many challenges facing this gesture system, we can classify the challenges into two major 

these types are listed below:   

] address three types of challenges, illumination challenge that affects the 

like region, transformation challenge which means that the hand 

region may fall within any portion of the input image, and background challenge which mix 

many objects beside the hand object in the gesture image, these challenges may classified as 

in the other hand, the classification speed, accuracy and human-

detection are addressed by Hasan and Misra [4], speed is very important for real time gesture 

system, no noticeable time delay [4] should be between the commence of the gesture and the 

and should be with acceptable accuracy, and also the system should 

different ethnic group [4], those kind of challenges may classified as 

In this paper we have applied an appearance based model for hand detection and recognition, 

we have used the gray scale color model that converted from the input coloured images, 

have applied our designed recognition algorithm based on local computing of brightness value.

opened a single block called “active window” for user commands, 

applied hand posture detection and recognition using the LISTEN  system and applied using a 

neural network called constrained generative model (CGM), he mapped a body-face space as 

ected by LISTEN system, he opened an active window for detecting the user intension for 

command issuing, When a skin color goes inside this "active window'', the recognition 

algorithm is triggered, he used 6 different posture classes with many sample and a

 

Signaller directs the warplane parking [1]. 
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motion or action like hand, head, figures and any 

bodily organ that can express an act. Gestures also may represent the compressed information 

] that can be decoded between the sender and receiver in order to adopt the gesture meaning, 

meaning between the involved objects, this 

made machines or 

to two major 

] address three types of challenges, illumination challenge that affects the 

llenge which means that the hand 

region may fall within any portion of the input image, and background challenge which mix 

may classified as 

-skin colour 

], speed is very important for real time gesture 

should be between the commence of the gesture and the 

the system should has 

], those kind of challenges may classified as 

hand detection and recognition, 

red images, and we 

have applied our designed recognition algorithm based on local computing of brightness value.  

a single block called “active window” for user commands, he 

applied hand posture detection and recognition using the LISTEN  system and applied using a 

face space as 

ected by LISTEN system, he opened an active window for detecting the user intension for 

command issuing, When a skin color goes inside this "active window'', the recognition 

algorithm is triggered, he used 6 different posture classes with many sample and applied for 
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both uniform and cluttered background, he achieved 93.6 % with uniform background and 

75.45 % with cluttered background by using his own database. 

Joshua R. New [6] built a recognition system for hand movement tracking for four selected 

movements, which are circle, square, left/right, and up/down, by sitting in front of a computer 

table with an off-the-shelf camera is attached pointed downward to capture the underneath area 

where the human hand suppose to lay, and by using the center of mass technique to locate the 

hand in the captured image, 12 frames represent the full gesture meaning out of the four 

gestures as mentioned hereinabove, and a centeriod value has been calculated for each frame, 

those 12 centeriods represent a trace for what the user did during last 3 seconds,  and then a 24  

feature vector size is created from those 12 frames to be classified by Using Simplified Fuzzy 

Adaptive Resonance Theory Map, as he mentioned; the main limitation is as soon the 3 seconds 

start to capture a hand gesturing, the user can not quit or change the gesture or else, 

misclassification by the system is triggered.  

The authors in [7] have applied a gesture recognition system by using centeriod profile, they 

divided the difference images into blocks of 8x8, and they calculates the entropy for each sub 

bock, the difference images with high entropy indicate the existence of a gesture, after that the 

hand  region is detected by the maximum entropy since entropy can expresses color 

information, the hand contour is extracted by HSI color model and the recognizing of gesture is 

applied by the centeriod profile which the normalized distance from the centeriod is used to 

expresses the hand shape, they achieved 95 % recognition rate per person. 

3. SYSTEM ARCHITECTURE 

The architecture of gesture recognition system is divided into three main phases, the image pre-

processing, feature extraction, and recognition algorithm, the first phase emphasis on removing 

all unnecessary information from the input posture like noise information, background 

information and other non-related objects like human face and his second hand in case of a 

single hand resonation system, the vital step in image pre-processing is the segmentation 

operation which plays a major role for showing the hand posture and removes all other non-

related objects, we can apply edge detection after this step in order to get the boundary of the 

extracted hand but this causes to loss much information since the inner and outer areas of the 

hand segment will be treated the same while but in the other hand the processing time is 

reduced. 

The feature extraction phase responsible on converting the vision version of the extracted hand 

into a numerical version, this latter format enable the compute/robot to process and understand 

the hand shape and this is the way that he understands his surrounding environment. 

Recognition algorithm is used to establish a technique for finding the correct gesture among the 

stored database gestures and it is used at the time of testing, i.e. it seeks for a corresponding 

stored image gesture for the numerical features; Figure 2 shows the gesture system. 
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Figure 2. Gesture Recognition 

4. SYSTEM IMPLEMENTATION

We have applied the system using six different postures

the database and same number for testing, 

new normalization technique and reveal its efficiency

4.1. Block Scaling Normalization

The present techniques for normalization using centre mass is by shifting the coordinates so that 

the centeriod of the object will match the point of origin

unbalanced portions of the segmented hand

subject mass and hence, we need to rescale it to obtain a matching corresponding between the 

new presented object and the stored objects since the database and the new presented posture 

can be originated from any hand movem

Updating

System Training 

                               

                                         

A, B, and C are the original postures, D, E, and F are the corresponding centre mass.
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re 2. Gesture Recognition System Paradigm. 

MPLEMENTATION 

We have applied the system using six different postures; 5 samples per posture are used to build 

same number for testing, we have made this comparative study to present out 

new normalization technique and reveal its efficiency. 

Normalization 

The present techniques for normalization using centre mass is by shifting the coordinates so that 

the centeriod of the object will match the point of origin of XY axis, this technique produces the 

of the segmented hand around the axis which depends on the existence of 

hence, we need to rescale it to obtain a matching corresponding between the 

new presented object and the stored objects since the database and the new presented posture 

can be originated from any hand movement, Figure 3 illustrates ocularly this problem.
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are the original postures, D, E, and F are the corresponding centre mass.

Figure 3. Classical Normalization. 
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; 5 samples per posture are used to build 
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The present techniques for normalization using centre mass is by shifting the coordinates so that 

this technique produces the 

hich depends on the existence of 

hence, we need to rescale it to obtain a matching corresponding between the 

new presented object and the stored objects since the database and the new presented posture 

ent, Figure 3 illustrates ocularly this problem. 
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As seen in Figure 2, the normalization does not preserve the 

coordinates of the object, in latter figure; s

image D with same block of E, this cannot be done unless rescaling has to be done first, and the 

same for matching all object with other objects.

Our suggested block scaling normalization preserve the dimensions and the time 

scaling is enough to maintain a unified posture dimensions for whole the database, 

illustrates the new presented normalization

Figure 4. Block 

As seen in latter figure, all postures have fixed to a uniform dimensions and so the matching 

will be more quick and does need any rescale, 

algorithm. 

4.2.Image Pre-processing 

The input image is undergone in a serial of processing steps, 

the non-relevant hand objects and maintain the hand object, 

segmentation algorithm plays a major role for extr

a uniform background because we want to examine the performance of our suggested method 

regardless of the existence of a background, 

extraction of a hand segment, we have applied a threshold segmentation using gray level 

model. 

Noise removing techniques can be employed in order to remove the noises which may 

happened due to light illumination affection or overlapping of some objects that produces a 

skin-like colour. 

5. POSTURE FEATURES 

We have applied our system using two different 

formed by a feature vector for each single posture sample, this feature vector is calculated using 

our suggested method of brightness feature

of the local blocks of the hand segment; each block is 5x5 pixels and hence, the image produces 

625 feature vector size, for more storage efficient and high processing speed; we can store the 

brightness values of these features and neglecting the non

algorithm explains these steps of brightness calculation

Algorithm1,  Brightness Value Calculation 

Input: Hand Segment Image I (h, w), b is block size

Output: Feature Vector F (n) 
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As seen in Figure 2, the normalization does not preserve the object dimensions and shift the 

coordinates of the object, in latter figure; suppose we want to match the upper left block of 

image D with same block of E, this cannot be done unless rescaling has to be done first, and the 

same for matching all object with other objects. 

Our suggested block scaling normalization preserve the dimensions and the time as well, one 

scaling is enough to maintain a unified posture dimensions for whole the database, 

illustrates the new presented normalization applied on D, F, and F of figure 3 respectively

 

 

Figure 4. Block Scaling Normalization. 

As seen in latter figure, all postures have fixed to a uniform dimensions and so the matching 

will be more quick and does need any rescale, now we can move forward to our proposed 

The input image is undergone in a serial of processing steps, these steps are essential to remove 

relevant hand objects and maintain the hand object, the selection of efficient 

segmentation algorithm plays a major role for extraction of this hand object, we have employed 

a uniform background because we want to examine the performance of our suggested method 

regardless of the existence of a background, and we want to check the system validity after the 

t, we have applied a threshold segmentation using gray level 

Noise removing techniques can be employed in order to remove the noises which may 

happened due to light illumination affection or overlapping of some objects that produces a 

We have applied our system using two different features as listed below, the database are 

formed by a feature vector for each single posture sample, this feature vector is calculated using 

our suggested method of brightness features which based on calculation of the local brightness 

of the hand segment; each block is 5x5 pixels and hence, the image produces 

625 feature vector size, for more storage efficient and high processing speed; we can store the 

brightness values of these features and neglecting the non-bright features, the fol

algorithm explains these steps of brightness calculation. 

block size 
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object dimensions and shift the 

uppose we want to match the upper left block of 

image D with same block of E, this cannot be done unless rescaling has to be done first, and the 

as well, one 

scaling is enough to maintain a unified posture dimensions for whole the database, Figure 4 

gure 3 respectively. 

As seen in latter figure, all postures have fixed to a uniform dimensions and so the matching 

now we can move forward to our proposed 

these steps are essential to remove 

the selection of efficient 

we have employed 

a uniform background because we want to examine the performance of our suggested method 

and we want to check the system validity after the 

t, we have applied a threshold segmentation using gray level colour 

Noise removing techniques can be employed in order to remove the noises which may 

happened due to light illumination affection or overlapping of some objects that produces a 

features as listed below, the database are 

formed by a feature vector for each single posture sample, this feature vector is calculated using 

s which based on calculation of the local brightness 

of the hand segment; each block is 5x5 pixels and hence, the image produces 

625 feature vector size, for more storage efficient and high processing speed; we can store the 

, the following 
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Method: 

Step 1: [initialization]  

r = 0, c = 0, w1 = 0, h1 = 0, NEXT_FEATURE=0 

n = (w/b) * (h/b) 

 

Step 2: [feature iteration] 

Repeat to step [5] while NEXT_FEATURE < n 

Sum=0 

 

Step 3: [block calculation] 

Repeat to step [4] while r < b 

 

Step 4: [summation] 

If I(r+h1, c+w1) is bright then increment sum by 1 

Increment c by one,  

If c >= b then set c=0, Increment r by one 

Return to step 3 

 

Step 5: [update feature vector] 

If sum > brightness threshold then F (NEXT_FEATURE) = sum else F (NEXT_FEATURE) = 0 

Increment NEXT_FEATURE by one 

Increment w1 by b 

If w1-b >= w then set w1=0, increment h1 by b 

Return to step 2 

 

Step 6: [output] 

Output the feature vector F with NEXT_FEATURE features available. 

End 

 

Figure 5 shows the selection of the features. 

 

Figure 5. Feature Selection.  

5.1. Normal Features 

The calculation of these features are based on the edges of the segmented hand, so that the hand 

boundaries will be included in the calculation and the inward and outward hand are considered 

to be same since there is no brightness in these areas. 

5.2. Normalized Features 

The edge detection method is not applied here after the segmentation operation, so the inward 

and outward portions of the hand object are considered to be different and this is an additional 

advantage. 

Threshold dependent, may classified as feature or non 

feature 

non feature 
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6. TESTING AND VALIDATION 

In order to show the strength of our suggested method, we have applied this algorithm by using 

5 samples per pose out of 6 poses which mean 30 samples, some samples has some degree of 

rotation; some of these samples are misclassified by the first techniques but recognized 

correctly by the second method, Figure 5 shows the database for two selected poses. 

 

 

 

Figure 5. Training database for the selected postures. 

Figure 6 shows the two selected poses for testing purpose which include some degree of 

rotation. 

 

 
A                       B 

Figure 6. Two selected postures for testing purposes. 

 

If we make a ocularly glance; we can notice the degree of rotation of these two selected poses 

and the system did not trained for such kind of rotation, these two selected testing poses are 

misclassified by using first technique as we mentioned with standard derivation of 2.949576 

and 2.65832  respectively which means the localization and overlapping of recognition 

accuracy within a small area which makes it difficult to recognize, while the standard derivation 

by using second method is 6.055301 and 5.00999 respectively which gives a wider area for 

distributing of recognition accuracy, Figure 7 and Figure 8 show the recognition accuracy after 

applying each of normal and block scaling normalization methods. 
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Figure 7. Recognition Accuracy (%) for Image A in Figure 6. 

 

Figure 8. Recognition Accuracy (%) for Image B in Figure 6. 

As noticed in Figure 7, in case of normal features (first technique) there is no distinguish peak 

point, in the contrary the normalized features can be distinguished by finding the peak point and 

the corresponding posture from the database is announced, Figure 8 the same.  

We also traced single gesture and found that the recognition accuracy using second method is 

better than first method; this efficiency comes in term of high and noticeable peak and the big 

distance from other non-recognized postures as seen in Figure 9 below. 

 

Figure 9. The dominant of recognized gesture peak point over non-recognized (%). 
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We also have calculated the ave

testing samples per posture type and those five samples are recognized and 

is repeated for the whole six postures 

altitude of peak point, this is done in Figure 10.

Figure 10. The averages of 

As noticed, the second technique has an edge over the first technique which means the recognized pose 

can be distinguished more easily with a high peak point.

7. CONCLUSIONS 

The vision based hand gesture embody a rich information that needed to be used in a correct 

way, we have presented two techniques for gesture system, first one based on edge information 

and other one based on segment inf

after combine it with block scaling normalization 

vision information. 

The new implemented block scaling normalization produces a unified database features

regardless of the object pose which may be a hand fist pose or hand outstretch pose or any other 

pose that may produce different dimensions, 

prepared the hand segment for the latter recognition algorithm.

We have applied our system with 5x5 block size, we can use other block size which may give 

better results, at least we have established the basic stone, the traditional pixel matching 

techniques have some lack since these techniques look for the corresponding p

or another, here, the 5x5 block size gives 25 pixels and the matching means looking for a pixel 

within 25 pixels which is more flexible with preserve the general shape of object since the 

matching decision is based on the whole blocks of th
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We also have calculated the average of five maximum values per posture; i.e. we have five 

testing samples per posture type and those five samples are recognized and then averaged

is repeated for the whole six postures regardless if it is recognized or not in order to explain the 

of peak point, this is done in Figure 10. 

 

averages of each recognized posture type separately. 

As noticed, the second technique has an edge over the first technique which means the recognized pose 

with a high peak point. 

The vision based hand gesture embody a rich information that needed to be used in a correct 

way, we have presented two techniques for gesture system, first one based on edge information 

and other one based on segment information, the latter one shows a good experimental results 

after combine it with block scaling normalization because it uses as much data from the hand 

The new implemented block scaling normalization produces a unified database features

regardless of the object pose which may be a hand fist pose or hand outstretch pose or any other 

pose that may produce different dimensions, and by generalization the dimensions we have 

prepared the hand segment for the latter recognition algorithm. 

ve applied our system with 5x5 block size, we can use other block size which may give 

better results, at least we have established the basic stone, the traditional pixel matching 

techniques have some lack since these techniques look for the corresponding pixel in one way 

or another, here, the 5x5 block size gives 25 pixels and the matching means looking for a pixel 

within 25 pixels which is more flexible with preserve the general shape of object since the 

matching decision is based on the whole blocks of the object and not just this block. 

The authors thanks the reviews for their valuable comments that help to form the final version 

the editorial board for their assistance for the success of publishing 

normal features

pose1 pose2 pose3 pose4 pose5 pose6

normal features 82 75 86 83 84 83

normalized features 90 82 93 94 90 91
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; i.e. we have five 

then averaged, this 

regardless if it is recognized or not in order to explain the 

As noticed, the second technique has an edge over the first technique which means the recognized pose 

The vision based hand gesture embody a rich information that needed to be used in a correct 

way, we have presented two techniques for gesture system, first one based on edge information 

ormation, the latter one shows a good experimental results 

from the hand 

The new implemented block scaling normalization produces a unified database features 

regardless of the object pose which may be a hand fist pose or hand outstretch pose or any other 

and by generalization the dimensions we have 

ve applied our system with 5x5 block size, we can use other block size which may give 

better results, at least we have established the basic stone, the traditional pixel matching 

ixel in one way 

or another, here, the 5x5 block size gives 25 pixels and the matching means looking for a pixel 

within 25 pixels which is more flexible with preserve the general shape of object since the 
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