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ABSTRACT

Back-propagation algorithm is one of the most widely used and popular techniques to optimize the feed
forward neural network training. Nature inspired meta-heuristic algorithms also provide derivative-free
solution to optimize complex problem. Artificial bee colony algorithm is a nature inspired meta-heuristic
algorithm, mimicking the foraging or food source searching behaviour of bees in a bee colony and this
algorithm is implemented in several applications for an improved optimized outcome. The proposed
method in this paper includes an improved artificial bee colony algorithm based back-propagation neural
network training method for fast and improved convergence rate of the hybrid neural network learning
method. The result is analysed with the genetic algorithm based back-propagation method, and it is
another hybridized procedure of its kind. Analysis is performed over standard data sets, reflecting the light
of efficiency of proposed method in terms of convergence speed and rate.
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1. INTRODUCTION

The use of nature inspired meta-heuristic agorithm to solve many complex problems is
increasingly gaining its popularity in scientific community. In recent year various conventional
optimization agorithms, inspired by nature, are developed to meet the challenge of many
complex applications. The main job of those algorithm is to provide a derivative free local search.
Nature inspired algorithm is initiated with a guess on its parameter value, and the value of the
parameter is modified on the basis of numerical analysis of algorithmic performance. Those meta-
heuristic algorithms are initiated with randomly generated population which consists of a solution
to the given problem, and parameters are modified according to the fitness of the solution.
Algorithms that are categorized into this population based methods are genetic algorithm[ 1], ant
colony optimization[2], differential evaluation agorithm[3], particle swarm optimization[4],
artificia bee colony algorithm[5] etc. The genetic agorithm is the most widely used evolutionary
algorithm, and it is implemented and tested over several complex optimization problem. This
algorithm is suffered from its dow convergence speed due to large searching space[6]. The

DOI : 10.512V/ijcsit.2012.4404 33


mailto:1sudarshannandy@gmail.com
mailto:2parthabe91@yahoo.co
mailto:das123@gmail.com

International Journal of Computer Science & Information Technology (1JCSIT) Vol 4, No 4, August 2012

selection of parent in this agorithm totally depends on the fitness value, and hence there is no
chance for other to get selected as a parent. In differential evolution agorithm, the chance of
being selected as a parent is equd for al the solutions. The main difference between genetic and
differential agorithm is the parent selection procedure. Instead of many advantages, the
differential algorithm and genetic algorithm suffer from the Hamming cliff problem[7,8]. Ant
and particle swarm optimization are also used for many complex optimizations, and both of these
algorithms are studied on various complex applicationg[9,10]. Artificial bee colony agorithm is
inspired by the bee behavior in the bee colony algorithm. The individual efforts of collecting
nectar and performing various complex tasks like understanding the signal pattern, following
other bees to find a source of food and remembering old food source influence the agorithm.
Various modified versions of this algorithm can be found which making it most perfectly tuned
for complex optimization problem. Among many implementations of this agorithm, the bee
colony optimization based routing wavel ength assignment problem[12], the dynamic allocation of
Internet serviceg[11] ,the bee agorithm based energy efficient routing for ad-hoc mobile
network[13] etc. are the few complex and successful applications.’

The back-propagation algorithm is one of the most famous algorithm to train a feed forward
network. Instead of its success rate the quest for development is observed through the various
standard modifications in-order to meet the challenges of complex applications. The development
phase of this algorithm is generally categorized into two specific branches. In the first branch the
considerable research on ad-hoc modification of parameter is observed. Thisis generaly known
as a heuristic approach towards the back-propagation training optimization[14,15,16]. This kind
of agorithm is designed with variable learning rate where variations in learning rate depends on
the performance index. Modification of severa other parameters that are responsible to converge
the algorithm, is aso hinge on performance index of the algorithm. Example of this type of
agorithms are variable learning back-propagation, momentum based back-propagation.
Numerical optimization techniques are incorporated into back-propagation algorithm which is
categorized for this type of development into another phase. In this phase some of the techniques
produce an accelerated result on convergence for learning, and those agorithms are not
derivative-free for optimization process. The main advantages of this type of algorithms are easy
to implement, and parameter adjustment is not required for this agorithm. Conjugate back-
propagation[17] and Levenberg-Marquardt back-propagation [18,19,20] methods are widely used
algorithm in this category. Apart from wide range of successful implementation result these
algorithms require more memory storage, computation, and there is always arisk of grapple with
local minimum, as they are not derivative free.

Another significant effort is found in the development of hybrid method of optimizing back-
propagation training. This hybridization is caused by incorporating two nature inspired methods.
Genetic agorithm based back-propagation [6] is one kind of hybridized method to optimize the
neural network training. This method is slow in convergence because of its large search space. In
this population based approach, the algorithm use fitness value of solution as a performance
index. The other methods effectively applied to back-propagation for training optimization are
artificial bee colony agorithm and particle swarm optimizationg[21,22,23]. In some cases it is
observed that the hybridization method implemented in the back-propagation, training
optimization updates the weight of each node in a neural network by implementing the Leveberg-
Marquardt or any other standard optimization algorithm in training phase, and hence artificia bee
colony method is indirectly responsible to modify the weight and bias of each neuron in
optimization phase of back-propagation training. This may cause lot computation power, memory
storage. As the non-linear least square method is involved in the optimization process for which
this hybridization is not derivative-free, and so, thereis arisk of tackling local minimum.
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In this proposed method modified artificial bee colony agorithm is implemented inside the
optimization phase of back-propagation method, and the same is aso used to update weight and
bias of each layer in a multilayer feed forward neural network. The foraging behavior of bee and
the maintenance of unemployed and employed bees ratio based on the richness of nectar in the
honey bee colony are the most important factors to design this meta-heuristic algorithm. The
collective intelligence and information sharing nature of honey bees can be easily compared with
the group of agent working together to complete a job which actualy influence the modification
and implementation of the artificial bee colony algorithm in back-propagation neural network
training. The result is analyzed with five standard data sets. It is observed that the acceleration in
convergence rate is achieved with less number of population, and stability is confirmed within
very few iteration.

2. ARTIFICIAL BEE COLONY ALGORITHM

The honey bee is categorized into 178 number of species, and there are ten genus-group
names[24]. The socia structure, quality of nectar and fertilization of crops are the few most
important properties for making these species most famous. Due to various geographical locations
and differences in weather pattern, the honey bees are found with different color, shape and
nature, but irrespective of those differences there are some basic jobs that they perform on daily
basis. The foraging or finding new food source and information sharing about new source are the
most common jobs. The selection of the food source depends on many parameters. The food
source is selected on the basis of the quality of nectar, distance of food source from the colony,
guantity of nectar. Apart from food sources the honey bees are categorized according to their
assignment. There are two main types of bee found in the honey bee colony such as : 1)
Employed bee and 2) unemployed bee. The unemployed bee is one type of bee which doesn't
know the food source location. This type of bee generally search the food source randomly or
attend the food source from the knowledge of waggle dance. The scout bee is one kind of
unemployed bee which starts the searching of a food source without its knowledge. Appearance
of this kind of bee generally varies from 5-30% of the total population. The other type of
unemployed bee is the onlooker bee which starts to find the food source by the knowledge gained
from the waggle dance. The employed bees are the successful onlooker bee with the knowledge of
food source. The employed bees generally share the food source information with the other bee,
and guide others about richness and the direction of food source. In redlity the guidance of
employed beesis reflected through their waggle dance in the specific dance area, and this dancing
areais the main information sharing center for al employed honey bees. The onlookers beeis the
most informative bee, as all the information about food sourceis available in dancing area. On the
basis of available information in the dancing area the onlookers bee sel ects the best one. Sharing
information also depends on the quantity of food, and hence the recruitment of honey bee depends
on the quantity and richness of food source. When nectar amount is decreased, the employed bee
becomes an unemployed bee, and abandon the food source. The algorithmic process of artificial
bee colony simulates the red life scenario of searching afood source, and maintain various types
of bees involved in the searching and collecting the nectar. The population of the agorithm
represents the honey bee involved in the process of collecting nectar, and it can be expressed as
follows:
fix={12......N}

Where 'N' is the number of population and f(x) is the objective function. The exploitation of this
meta-heuristic algorithm is performed by moving that popul ation towards the food source, and the
exploration is achieved by opening the chance to find a new food source. The food source hereis
treated as the solution for the problem, for which the algorithm is applied. In real world of honey
bee, the exploitation is performed by the onlookers, and employed bee, while the exploitation is
the responsibility of scout bee. The whole algorithmic process is described as follows:
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1. If the employed one remembers the old food source, then it moves towards that food source and
collects the nectar. The employed one is moved to the neighbor food source by means of visua
information, and evaluate the richness of its nectar. In the algorithm, this step is ssimulated by
means of moving employed bee to the food source, and then evaluate the nectar. Now the
movement of the bee can be expressed as:

(Blj +]7): Bii +(p(B|j _Bik) (1)

2. The onlookers bee in the honey bee colony select most probable good food source, if there is
more than one waggle dance performed in the dance area. The probability of selection of good
food source by the onlookers bee after waggle dance always depends on the food source quality,
guantity and distance between food source and bee colony. The probability of selection of food
source by the onlookers bee is expressed as:

S

Ij

N
3,0
S; isthe strength of waggle dance of i" bee and pj; is the probability to determine afood source by
the onlookers bee.

p =

()

3. The scout bee is dways involved in the exploration of new food source. Thus the need of
exploration goes through the discovery of new food source. Thisis observed that in the artificial
bee colony algorithm, the exploration and exploitation are not dependent on each other, and the
new exploration aways remembersif that source is a energy efficient food source.

3. PROPOSED M ETHODOLOGY

In the proposed method the conventional method of artificial bee colony agorithm is modified by
maintaining the basic concept of the agorithm. The modification is implemented in the
optimization phase of the back-propagation algorithm. The conventional idea of the exploration
and exploitation of food source is same for the proposed method. The food source represents the
good optimized solution to the neural network. The quality of the food source represents the
performance index of al the solutions. The population generated at the beginning of the processis
the number of beeinvolved as aforagers. Now the responsibility of the scout beeisto find agood
food resource, and in the present algorithm only one solution is considered with the performance
index having low is considered as best food source. The evaluation of the food sources that are
discovered by the randomly generated populations is done through the

Figure 1: Feed Forward Neural Network Architecture
36
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back-propagation procedure. Now after completion of the first cycle the performance of each
solution is kept in an index. In order to generate the population of back-propagation, the weight
must be created, and each value of the weight matrix for every layer israndomly generated within
the range of [1,0]. Each set of weight and bias is used to create one element in awhole population.
The size of the population in the proposed method is fixed to N.

Thelist of weight and biasis expressed as:

WV, e{rand(0.1]] and BV elrand|0.1]]

Where, WV_;; and BV ; are the elements of aweight and bias matrix. The proposed method uses
the feed forward neural network to simulate the back-propagation algorithm (figure 1). The
output of thefinal layer is calculated using following equation:

N O (m) = ZM(M) (mn)a, + B1Y) (3)

Wherethe N = net output; I= {1,2,3..., } are the layers; W = weight of the neuron ; B = hias of
the neuron. The output is calculated as:

a (m )= F (N (m]] 4

where the g and F, are the fina output and the transfer function respectively for the j™ layer. In
the back-propagation process, the sum of sgquared error is the performance index. The sum of
squared error is needed to be calculated for every input data set to understand the performance of
learning. In the proposed method the performance index or the fithess value of each population is
the average sum of squared error. Thisis expressed as follows:

4 ()Z;N() e

Where the average sum of squared error or final performance index is P,(x) and the performance
Index is Pe(x) and population sizeis'N'.

Pr (X): Z(ti - B )T'(ti - pi)
p, (x)= ZGT.G

Where py(x) = sum of squared error, t; = i" target, pi= i" input, e = error
Now , The performance index Px(x) is calculated as follows:

P, (x)= gpf(x)?pf(x) 9

So, the first-order derivative of the performance index is asfollows:
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_ Eﬁ(pf (Xl)) 6(pf(xz)) 6(pf(XN ))D (8)
DPF(X)—E b " o U
o8, (=23 p, (P .

The weight and bias for the back-propagation is calculated as :
for weight:

N N\
Wi = W, —a.s (a(I l)) (10)
and for bias:
(+) — ! _ [
By’ = By —a.S (11)
Where, @ =learning rate, S = I" layer sensitivity

The sensitivity of one layer is calculated from the sensitivity of the previous layer in arecursive
order. The sensitivity of the last layer is calculated as:

s'=2.f,(N,)e 12)

The sengitivity of the other layer is calculated as:

gl+D) = ¢! (NI ).(\/V('+1) )T g+ (13)

The value of P,(x) is the evaluated quality of an element in a population. Now in the proposed
method the population must have one scout bee to discover the new food source, and it is
considered in this proposed method to maintain the exploration of new food source. Then the
food source found by the scout beeis expressed as:

F, = min{P, (x),P, (%, ),P, (%) P, (% )} (14)

Where F; is the best food source found by the scout bee at the initia stage of the proposed
method. At this condition the other population is also observed by the onlookers bee, and it
aways follows the best possible solution. This onlooker bee is then converted to the employed
bee. The probability of selection of food source by the onlooker is expressed as:

Fod,
PF . = J

i Ezm FiH.dij (15)

=1

where the PF; = probability of selecting the solution,

d; = /h:i -F, iz is the distance between the F; and F;
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F; = other food source,
j =(1,2,3....,m) is the number of employed to find afood source.

Now according to the proposed method the movement of the employed or onlooker bees to the
food sourceis calculated as:

L
AFi=(F -F )+e% o E-'OQ(E-FJ-) (16)

In the proposed method the movement (AF;) of the employed bee to the food source represents
the development of individual solution to the optimum solution. The selection procedure of
finding the optimum solution among many others is calculated by the Eqn.(15). In back-
propagation neural network training, the modification of weight and bias are the parts of
optimization phase calculated as:

W (|(|;)1) = W (I(lk)) - AF .« (17)

+1) |
BW) = Bl - oF a (18)
P.(x) is evaluated when all the data sets are presented through the input of afeed forward neural
network for a population. The sum of squared error calculated on each iteration is recalculated if
sum of squared error is high or near to infinity. In such cases the modified weight and biasis re-
modified accordingly. High sum of sgquared error represents the low quality food source and
hence the employed bee abandon the food source. The re-modification of its weight and bias
value to the previous weight and bias vaue represents that the employed bee became
unemployed. According to the performances of the populations the nectar richness is decided
through the correct classification rate of neural network learning. The total number of employed
bee is decided on the basis of richness factor, and for the proposed methodology it is the correct
classification rate. The agorithm terminates its further optimization if the correct classification
rate overcomes a pre-specified threshold vaue. Following is the agorithm for proposed
methodol ogy:
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Artificial Bee Colony based Back-propagation

1 Begin:

2. Random generation of weight and bias of up to a population size N

3. Evaluate the population through back-propagation and store the performance
index for each.

4, Find at least one food source F; at the initial stage using Eqn.(14).

5. initializei = (0,1,2,....) and maximum cycle number(MCN) = J

6. While (i < MCN):

7. If more than one food source information is available for
onlookers bee then calcul ate the probability of al food source using
Eqgn.(15).

8. Then move all the onlookers (F) to the selected food source using

Eqgn.(16) and calculate the modified weight and bias using Eqn. (17)
and Egn.(18), for every onlookers.

9. Calculate the sum of squared error P=(X) using Egn.(7) and stored the
result. If the sum of squared error isvery high or near to infinity then
the weight and bias modification revert back to the previous value and
again evaluates the performance.

10. Calculate the average performance index P,(x) and average Correct
classification rate of al the population.

11. Now, if the new P,(x) is better than that of the old P,(x) then decreases
the number of employed bee and if the old P,(X) is better than that of
the new one then remove the present modification and remember the
old one and also increases the number scout bee by one.

12. if (correct classification rate < threshold ) then

13. gotostep7andi +=1

14. elseif (correct classification rate > threshold ) then

15. i = MCN (to terminate loop) and go to Step 17

16. e se: pass

17. End.

The population for the proposed artificial bee colony based back-propagation optimization needs
to be adjusted to get a good convergence rate for every problem. In most of the experiment, 10
numbers of population are used. At the time of initialization, one best solution among other
evaluated solutions, is considered as a best solution, and that is found by the scout bee. It is only
considered to initialize the proposed agorithmic procedure, and then the number of food source
available to be selected by the onlooker bee depends on the correct classification rate. The

proposed method of artificial bee colony algorithm based feed-forward back-propagation neural
network training converges within afew number of iterations, and it aso produces an accel erated
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convergence rate. The genetic agorithm based back-propagation and proposed one is
implemented and anaysed using python programming language.

4. EVALUATION

The performance of proposed artificial bee colony based back-propagation method is analysed on
the basis of correct classification rate and mean of squared error. The result of the analysis is
compared with the genetic algorithm based back-propagation method. Four standard data sets are
considered here for analysis. Standard data sets available from UCI machine learning library is
used to test the performance of proposed method and the genetic agorithm based back-
propagation agorithm. The experiment is performed on a computer system with 2.53GHz
core2Duo Intel pentium4 processor and it aso consists of 3gh of RAM space.

4.1. Experimental Data Set

The experiment on the proposed method consists of two phases. In the first part a non-linear
standard data sets are used with proposed method for experimental anaysis, and in the second
part same data sets are used to test the performance of genetic algorithm based back-propagation
method. Following data set are used:

Irisdata: In this data set there are 150 instances and each instance consists of 4 attributes. There
are 3 type of irisflower classes. Those classes are decided by means of their sepa and peta
length and width[25].

Wine Data: The wine data set are consists of 178 number of instance and there are 13 attributesin
each instance. The win data sets are al about to understand the different quality of wine by
means of chemical analysis on three classes of wine[26].

Glass Data: The glass data set consists of seven different type of glassdata. Thisdataset consists
of 214 number of instance and each instance is made from 10 numbers of glass
attributeg 27].

Soybean Data: This data set consists of total 47 number of instance and each instance is
configured with the 35 number of attributes. The soybean data sets consists of four classeq 28].

4.2. Experimental Result Analysis

The proposed method is compared with the genetic agorithm based back-propagation
(GABPNN) method. In-order to analyse the algorithm, maximum cycle number is set to 100. The
neural network used for the back-propagation consists of three layer, and each layer contains one
neuron. The learning rate used for the experiment is 0.5. In the proposed artificia bee colony
based back-propagation10 numbers of randomly generated population is used for al data sets.
Sum of sguared error and correct classification rate is used as a convergence criteria. The correct
classification rate is divided into maximum, minimum and stable categories. The stable categories
represent the classification stability within a fixed iteration.
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The experiment with iris data set is depicted in Figure 4. and Figure 5. It is clearly observed from
the figure that the speed of convergence is a'so improved for proposed method . In the wine data
set training the improvement is observed in training with the proposed method. The statistics of
training isin the tablel. In the training with wine data, the convergence rate and the speed of the
proposed method is better than that of the GABPNN. Figure 6 and Figure 7 is represented the
training with wine data sets. The soybean data sets training is represented by the Figure 8 and
Figure 9. The comparative pictorial presentation shows the improvement in the training with
proposed method. The soyaben stable correct classification rate for GABPNN is absent in the
Table 1 because it is observed that correct classification rate of genetic algorithm is not stable
within 100 iteration. The proposed method is produced 91.5% correct classification rate. The
glass data set is also analysed with the proposed method and genetic algorithm based back-
propagation method. In Figure 10 and Figure 11 the training data of glass data set are plotted.
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Table 1 shows the correct classification rate for GABPNN agorithm which is stable in the 64%
but the maximum classification rate is 96.7. The proposed method is produced an improved
classification rate for the glass data set and the stable classification rate is 97.2%.
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Tablel. Analysis of performance on four data sets.

Data set Algorithm SSE Correct Classification
Name MAX MIN Stable
Iris GABPNN 8.29 96.96 61.93 85.93
ABCBPNN 0.44 97.78 59.75 97.78
Wine GABPNN 0.51 97.4 64.58 66.24
ABCBPNN 0.44 98.1 67.73 98.1
SoyBean GABPNN 28.08 86.8 49.87 Not Stablein
100 iterations
ABCBPNN 0.72 91.5 17.87 915
Glass GABPNN 0.51 96.7 64 64
ABCBPNN 0.45 97.2 67.96 97.2

4. CONCLUSIONS

Artificiad bee colony based back-propagation agorithm is the newly proposed agorithm to
optimize the back-propagation neural network training. Conventiona artificial bee colony
agorithm is modified in terms of movement of employed bee to the food source and the
movement of employed bee is used to modify the weight and bias of each solution towards
optimum solution. The involvement of scout bee in each iteration of back-propagation
optimization phase are decided according to the average performance of solutions and thus the
process of exploitation is maintained in the proposed method. The performance of artificial bee
colony based back-propagation (ABCBPNN) is compared with the genetic algorithm based back-
propagation neura network training algorithm. The performance is analysed on the basis of 1.
sum of sguared error or solution quality 2. convergence speed 3. stability on the optimum
solution. It is observed that the algorithm outperform the compared one over al of the tested
problems and hence the efficiency of the proposed method gets established to be improved.
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