A web-oriented framework for graph simplification and interactive visualization
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Abstract—The web-based visualization of large graph data is attracting much attention and brings new challenges to researchers, especially in visualization speed and data scale. Based on the idea of connected dominating set, we introduce the representative dominating sub graph (RDSG) to quickly simplify large graph, while still keeping the representative structure and features of the original graph for overview purpose. An interactive visualization architecture is implemented using AJAX, DWR and other web-related technologies. Only the simplified data is displayed in the client. Interaction with this data is implemented using the rich functionalities of plug-in, and remote interaction is realized using asynchronous graph data transfer between client and remote server. User can repeatedly expand the simplified graph directly from the web browser to find details of selected nodes from original graph. Our experiments show that this method is suitable for interactive visualization of popular networks, like bioinformatic network, social communication network and the internet, with up to tens of thousands of nodes, and even more nodes when multilevel simplification is used.
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I. INTRODUCTION

O\textsuperscript{VER} the past few years, the fast development in bandwidth and functions of web browser has made rich internet applications (RIAs) a new trend, which is capable of providing interactive and responsive interfaces through a web browser. Many web-based versions of software emerge along with their desktop counterparts. This shift has a potential benefit for resource-intensive graph visualization, and applications which take advantage of the rich-internet paradigm are beginning to emerge for visualization of graph and network data.

Many tools for visualizing graphs have previously been developed. Some of these tools run in a web-browser [1]–[4], while others are scalable for up to hundreds of thousands of nodes [5]–[8]. However, based on our analysis of existing interactive web-based graph visualization systems, we find that their main scalability limitation is due to the fact that most of them implement some form of a thick client solution and subsequently need to load the entire graph onto the client machine. In addition to large startup costs, this limits the maximum size of visualized graphs due to memory limitations of the browser or the client computer.

This paper presents a web-oriented framework for interaction with large graphs in a web browser with the help of the very popular flash plug-in (here ‘large’ means the scale is beyond the visualization limit of the browser). Our framework follows the common visual information browsing principle: “Overview first, zoom and filter, then details on demand” [9] for exploration of large information spaces. This framework supports information discovery in two phases. Firstly, by enabling users to visualize and interact with the entire graph, our framework provides a “representative dominating sub graph” for simplification purpose. Secondly, interaction is used to mold entire data into the user’s own mental model, which serves as a useful starting point for finding relations between nodes for more fine-grained analysis.

The rest of the paper is organized as follows. Review of current relevant work in the area of graph simplification approaches and web-based graph visualizations is presented in section II. Section III describes the concept of representative dominating sub graph problem, the corresponding algorithm and the advantages over other graph simplification algorithms. Section IV describes the architecture of visualization framework in terms of design and implementation. Section V discusses an evaluation of our visualization tool, before discussing the benefits and limitations of our technique in Section VI.
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II. RELATED WORKS

Graphs are commonly used to model relational information that arises in numerous areas, including web analysis, relational databases, biochemical networks, telecommunication networks, financial analysis, software engineering and geographical studies.

In a graph, elements are the nodes and relations or links are the edges. The visualization of graph data should effectively convey the relational information to the users.

However, if we want to use web browser to visualize graph data, we cannot download the full large graph to the client browser due to browser limitations, we must simplify the graph first. It is a preprocessing step to reduce the amount of data for visualization purposes. Many research work has been done in this field.

There are two kinds of filtering methods to simplify the graph. Stochastic filtering approaches statistically sample the graph, scaling well and preserving the expectation of various graph characteristics [10]. For example, in [11], the stochastic and focus-based filtering schemes are used to simplify large graphs, in order that the scale of data can meet the requirements of visualization environment. Using random node/edge selection and random walks, the scale of data is reduced to 15% of the original graph [12]. The limitation of this method is: if most nodes are of least degree, stochastic filtering can destroy connectivity and other features. Deterministic filtering methods remove edges based on a metric defined on graph elements. One commonly used metric is “betweenness centrality (BC)” [13], which indicates how often a node lies on the shortest communication path between other nodes. Girvan and Newman [14] compute BC for edges instead of nodes, and remove the highest BC edges from a graph to isolate and cluster its subnetworks. Examples of using BC to simplify the graph include [15]–[17]. However, there are several limitations of BC method. First, only edges are filtered using this method, the nodes number remains the same as the original graph. Second, this method relies on an all-pairs shortest path computation, which means this method can only be applied to connected graph. Third, the computation of all-pairs shortest path is very time-consuming, it takes \( O(n^3) \) time with Floyd-Warshall algorithm, and \( O(nm) \) time with Brandes’ algorithm [18] on unweighted graphs (\( n \) is the number of nodes and \( m \) the number of edges). It is not suitable for web system, as we cannot expect the user to wait 15 minutes or more before the browser. Jia et al. [19] introduces a BC approximation method by selecting only some of the highest degree hub nodes, thus reducing the running time to \( O((m + n) \log n) \) for unweighted graphs, and \( O((m + n) \log^2 n) \) for weighted graphs. However, this approximation method is only applicable to social and other scale-free networks. Some clustering algorithms can also be used as deterministic methods to simplify graph [20]–[22], but these methods are also very time-consuming and hence not suitable for implementation in web-oriented system.

Based on our observation, the above mentioned methods either do not scale well to various kinds of graphs, or are very time-consuming.

There is another web-based visualization method in which simplification is not necessary, for example, WiGis [7] and Google Maps [23]. WiGis is a framework for interactive visualization of large graphs over the web. It provides user interaction with hundreds of thousands of nodes through the use of bitmap graph representations streamed from a remote server. The graph data is stored and processed on a powerful remote server. The server continuously produces bitmap images and asynchronously sends them to the client’s browser, just the way as Google Map. However, there are several limitations for this image-based framework. Firstly, it needs a very powerful server; Secondly, the graph is displayed natively in the browser, so this implementation cannot make use of rich functionality provided by plug-ins, especially Flash. Thirdly, and maybe most importantly, for some large graphs, the bitmap of some part of the graph can not clearly illustrate the relations of nodes, as we can not extract useful information from the bitmap. If we zoom in too much, we can not see the neighbors of nodes; if we zoom out less, there are too many nodes and edges mixed up there. In both cases, it is almost impossible to find relations between nodes, as shown in Figure 1 and Figure 2.

The graph in Figure 1 and Figure 2 is taken from an interaction database in bioinformatics that contains 3025 nodes and 6888 edges. Though we draw the graph in various layouts and zoom the picture at different scales, it is still very difficult to use the graph to convey the relations between nodes. The reason for this is that image presentation is only suitable for geographical
visualization, in which the key points in a map are in fixed location. While in graph visualization, the nodes can be randomly placed according to different layouts, and users can manually move the nodes or edges, or even temporarily remove some nodes or edges for better presentation. All these functions cannot be implemented in this image-based method.

Many RIA implementations provide functionality natively in the browser through a combination of DHTML and AJAX. Examples of native RIAs include Google Maps, the JSP and ASP.net implementations of Tom Sawyer Visualization [3]. Other RIAs are implemented using some form of browser plug-in, for example Java Applets, Adobe Flash or Microsoft Silverlight. The majority of graph visualization tools available on the web are plug-in based, e.g. [1]–[2], because they can provide rich functionality such as object support and dynamic components. We use Flash plug-in in our visualization framework, because we use browser to display the sub graph instead of the image. Hence, our visualization framework would still need the rich functionalities of the plug-in.

III. THE SIMPLIFICATION MODEL

In this section, we propose a new filtering model based on the representative dominating sub graph.

A. The Dominating Set

In graph theory, a dominating set DS for a graph G = (V, E) is a subset D of V such that every vertex not in D is joined to at least one member of D by some edges [24]. The connected dominating set problem is defined as follows: find a minimum size subset S of vertices, such that the sub graph induced by S is connected and S forms a dominating set [25]. Examples of dominating set and connected dominating set are shown in Figure 3.

Connected dominating set are useful in the computation of routing for mobile ad-hoc networks. In this application, it is used as a backbone for communications, which means the structure and important nodes in the communication network are kept.

From Figure 3 we see that the connected dominating set is a sub graph of G. However, this sub graph can hardly be considered as a good overview of the original graph, as too many key nodes that lie in the skeleton of G are excluded (for example, node c and the 9 nodes parallel to node f). Now we bring forward the concept of the representative dominating sub graph for visualization purpose.

B. The Representative Dominating Sub Graph

Definition 1: representative dominating sub graph for a graph G = (V, E) is a subset D of V such that every vertex not in D is joined to at least one member of D by some edges, and a subset L of E that lie between nodes in D.

Reference 1: the representative dominating sub graph is not unique for a given graph G.
Reference 2: G is a representative dominating sub graph of itself.

Definition 2: a representative dominating sub graph is constructed as follows: add the node with the biggest degree to set D, and add its neighboring nodes that have neighbors not in neighbors of D, until every node not in D is joined to at least one member of D, connect nodes that has edges between them.

The node with the largest degree is selected as the starting node, because the degree of nodes can in some way show the importance of nodes in centralized graph. In other words, the node with larger degree is considered as more representative. If there are more than one node with the largest degree, then the node with smaller sum of degree of neighboring nodes is selected as the starting node (say node A), because being connected to others that are not well connected makes node A more powerful, as others are dependent on node A – whereas well connected nodes are not.

Based on the idea mentioned above, we can generate RDSG of graph. Some examples are shown in Figure 4 and Figure 5.

The difference between connected dominating set and RDSG lies in that the connected dominating set connects the smallest set of dominating nodes, while in RDSG the set is not necessary the smallest. Also, it is very difficult to get the smallest dominating set, as it is known to be NP-hard [26], while it is much easier to get RDSG, as we know from definition 2 that find RDSG is similar to a Breadth-First-Search.
From Figure 4 and Figure 5 we can get three results: first, all leaf nodes are excluded from G. Second, if one node and its neighboring nodes constitute a complete graph, then this node and the edges connected to this node can be excluded. (For example, node ed and node carol in Figure 5). Third, if one node and all its neighbors can be reached from one of its neighbors, then this node and the edges connect to this node can be excluded. (For example, node andre and node beverly in Figure 5). These results can be easily explained from definition 2, as neighbors of these removable nodes can all be found in neighbors of node that connect them. In this way, many nodes and edges can be removed to simplify the graph. For example, 2 among 15 nodes and 12 among 24 edges are removed in Figure 4, and 5 among 10 nodes and 12 among 18 edges are deleted in Figure 5. We will discuss how to find RDSG in next subsection.

C. The RDSG algorithm

Following Definition 2, the RDSG algorithm can be described using the following steps.

1) Remove the repeated edges between 2 nodes and keep only one edge;
2) Remove the self-looped edges of each node (if exist);
3) Sort the nodes by degree in descent order, if more than one node has the largest degree, select the one with small sum of degrees of neighboring nodes;
4) Setup list1 and list2, list1 is used to determine if all nodes are processed, list2 is used to put the final nodes;
5) Select the root node as node s1;
6) If the size of list1 is smaller than the number of nodes, do the following steps;
7) Traverse (s1);
8) Add s1 and links of s1 to list1;
9) Add s1 to list2;
10) For all nodes k exclude s1 in list1 (k=1, 2,..., list1.size-1), do step 11;
11) If node k is in list1, but its link is not in list1, add it to list2;
12) For all nodes i exclude s1 in list2, do step 13;
13) Traverse (node i) (i=1, 2,...,list2.size-1);
14) Go to step 6;

With these steps, we can get the dominating nodes of a graph that are added into list2. By connecting these nodes with edges that already exist in the original graph; we can get the final sub graph.

We use Figure 6, Figure 7 and Figure 8 to illustrate the algorithm. Notice that in RDSG, the name of edges and direction of edges are all omitted, as this sub graph is only for simplification purpose, it just provides an overview of the original graph.

Figure 6 is the original graph, Figure 7 is the middle graph with duplicated edges and self-loops deleted in accordance with step 1 to step 3, and Figure 8 is the final sub graph. From Figure 7 we know that node 1 and node 2 have the largest degree of 4, the sum of degrees of neighbors of node 2 is 9, smaller than 10 of node 1. Hence, node 2 is treated as the start node. The variation of content in list1 and list2 are shown in table I. The loop will not finish until the size of list1 reaches the number of nodes, that is, all nodes are put into list1. The dominating nodes are in list2 now, and we can get
TABLE I.
VARIATION IN LIST 1 AND LIST 2

<table>
<thead>
<tr>
<th>List1</th>
<th>List2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.1,4,11,14</td>
</tr>
<tr>
<td>2,3,9,10,6,8,7,4,5,13,12,11,14,15</td>
<td>2.1,3,6,4,5</td>
</tr>
<tr>
<td>2,1,3,9,10,6,8,7,4,5,13,12,11,14,15</td>
<td>2.1,3,6,4,5,15</td>
</tr>
<tr>
<td>2,1,3,9,10,6,8,7,4,5,13,12,11,14,15,16</td>
<td>2.1,3,6,4,5,15</td>
</tr>
</tbody>
</table>

TABLE II.
BC AND SIMPLIFICATION INFORMATION

<table>
<thead>
<tr>
<th>ID</th>
<th>BC</th>
<th>Kept</th>
</tr>
</thead>
<tbody>
<tr>
<td>heather</td>
<td>0.39</td>
<td>Y</td>
</tr>
<tr>
<td>garth</td>
<td>0.23</td>
<td>N</td>
</tr>
<tr>
<td>fer</td>
<td>0.23</td>
<td>N</td>
</tr>
<tr>
<td>lke</td>
<td>0.22</td>
<td>N</td>
</tr>
<tr>
<td>diane</td>
<td>0.10</td>
<td>Y</td>
</tr>
<tr>
<td>andre</td>
<td>0.02</td>
<td>N</td>
</tr>
<tr>
<td>beverly</td>
<td>0.02</td>
<td>N</td>
</tr>
<tr>
<td>jane</td>
<td>0.00</td>
<td>N</td>
</tr>
<tr>
<td>carol</td>
<td>0.00</td>
<td>N</td>
</tr>
<tr>
<td>ed</td>
<td>0.00</td>
<td>N</td>
</tr>
</tbody>
</table>

D. Analysis of algorithm
The RDSG algorithm is similar to a Breadth-First-Search that starts from the root node with the largest degree, the time complexity of this algorithm is O (m+n), where n is the number of nodes and m the number of edges. This algorithm can be applied to both connected graph and unconnected graph, as in connected graph, all nodes can be covered from root node. While in unconnected graph, there are at least 2 root nodes, each corresponding to a connected graph, and each root node will be selected as the start node until all nodes are processed in RDSG algorithm.

As mentioned in section II, BC is usually used to judge the importance of nodes. We also use it to judge if important nodes are kept after graph simplification. The detailed BC and simplification information corresponding to Figure 5 are illustrated in table II, where diane is the node with the lowest BC that are kept after simplification. So we can see that nodes with top 5 high BC values are all kept. We also use this algorithm in several kinds of large graphs, for example, sample data of Cytoscape software, and data generated using BRUTE software [27]. The results indicate that more than 93% of the important nodes with high BC values are kept after simplification.

E. Higher level RDSG
Through the above mentioned algorithm, users can use the nodes to find their direct neighbors so as to get relations of each node. However, if the graph has too many nodes and edges, the simplified graph may still have lots of nodes and edges. It is necessary to simplify it again. Hence, we introduce the notion of high level RDSG, that is, the second level, the third level, and so on. If we use the simplified graph as the input we will get the second level RDSG, or RDSG-2; if we use RDSG-2 as the input, we get the third level RDSG, or RDSG-3.

IV. ARCHITECTURE OF VISUALIZATION FRAMEWORK
We should notice that this visualization framework is not specially designed to use browser to take the place of desktop tools to visualize large graphs, as generally the latter can do the job better than a web browser. We care more about visualizing data that are not locally existed, for example, a network query via the web browser will return some data, these data are dynamic, we care about how to quickly visualize them and interact with them when the scale of these data is beyond the requirements of visualization environments.

The architecture of the visualization framework is shown in Figure 9. In the left side of GUI client, a network query is made to the server. In the left side of server, a network query can be made to a remote database through different clients, for example, SOAP client, REST client, or pure Java Client. The Server then use the returned message to build the original graph. If this graph is large, RDSG algorithm will be used to simplify this graph, and return the resulted graph to client browser in JSON object format [28]. Users can use layout algorithm to rearrange the graph, and use interaction algorithm to interact with the database of the original graph to get the relation graph. This relation graph is also transferred to the client in JSON object format.

The simplification of graph is done in the server side and the data of this simplified graph is transferred to the web browser in the client side. When the user in the client side selects some nodes to find relations of these nodes with some mouse actions, the information of nodes in JSON format is passed to the server, and the relation graph containing all the neighbors of the nodes and all the edges related to these nodes is extracted from the database of the original large graph. This relation graph is then transferred to the client browser. Actually, the RDSG is an overview of the original large graph, just like the original scene of Google Maps; users operate on this RDSG using mouse action to get relations from the server, just like zooming operation in Google Map. The biggest difference between...
them is: we care about relations between nodes, not the position of nodes, as the nodes can be randomly placed. While in a map, we care about the geography position of places.

The client is implemented using Cytoscapeweb, a web-based network visualization tool modeled after Cytoscape. It uses flash as the browser plug-in. As JavaScript is well supported in flash plug-in, many popular JavaScript related technologies, such as AJAX and JQuery, can be implemented in our framework to facilitate the extraction of visualization information from returned data, and to make the layout and interaction algorithms easier to implement.

The Server is implemented using Java. We use DWR [29], an RPC library to call Java functions in the Server from JavaScript in the Client. To facilitate extraction of relation graph, we use database to save the large original graph, the extraction operation from the client is actually implemented using the SQL language.

A. Interaction

Once the simplified graph is drawn from the returned data, we can use the JavaScript API to interact with it. It is done through the ready callback function, which is called when Cytoscapeweb has finished drawing the graph. There are two types of interaction, the first is about interaction with the current drawing, or in other words, it interacts with data already in the client side. For example, using mouse to zoom in and zoom out of graph, to change the attributes of nodes and edges, the layout of graph, the color of background, and so on. The second is about interaction with the server again, in this way, we send the information of nodes to the server, and get relation graph of these nodes. This kind of interaction is done by adding listeners to nodes and edges in the graph. For example, when we select a node or nodes, the JavaScript event named “handle select” will be triggered, and a corresponding java function in the server side will be invoked for users to find relation graph of these nodes and send the relation graph back to the client.

V. Evaluation

Now that we have described our technique for enabling interactions with large graphs on the web, we focus on an evaluation of the technique in terms of feasibility. That is, whether it is possible to view large graphs that can not be directly viewed via the web browser.

A. Test environment

All experiments are performed on a 64-bit Lenovo S20 workstation with an Intel Xeon 2.63GHz quad core processor, 8GB of RAM, an Nvidia Quadro FX5800 video card and a serial ATA hard drive with 7200 rpm. The operating system is Windows 7 ultimate SP1. The JDK version is 6u24 64bit, the web server is Apache tomcat 6.0.26 64bit, the version of flash is 11.1 and the database is MySql 5.5.15 64bit. The experiment is done on all popular browsers, including Internet Explorer 8.0, Internet Explorer 9.0 32bit, Internet Explorer 9.0 64bit, Mozilla Firefox 5.0 and Google Chrome.

B. Test result

The test data is dynamically generated from PSE-Bio [30]- [31], a problem solving environment using only the web browser for query of public bioinformatic databases and for interactive visualization of the returned data. There are three layers in PSE-Bio, as shown in Figure 6. In the server layer, NCBI and Intact web service clients are integrated into PSE-Bio to query NCBI and Intact database [32]- [33]. Network query can sometimes return very large data. Hence, it is not applicable to transfer all the data to the client and visualize them using the browser. From the experiments we know that if the graph contains more than 4000 edges or nodes, the browser will become very slow to respond if we use mouse to interact with the graph. Similarly, the flash plug-in will crash when the graph has edges or nodes more than 5000. For graph with 3025 nodes and 6888 edges that can not be directly visualized in the browser as shown in Figure 1, the corresponding RDSG that only contains 371 nodes and 657 edges is illustrated in Figure 10. The relation of selected nodes can be viewed through the relation graph in Figure 11. Compared with the image-based method as shown in Figure 2, this one is more suitable in analyzing the relations of large graph data.

We also apply RDSG on other graphs, the result is listed in table III. We can see that this RDSG-based framework can be used in visualizing of graphs with more than 20000 edges or nodes, and even larger if higher level RDSG is used.

The average link in table III is the edge number divided by the node number. The graph data in the first column is generated using BRITE, as such graphs with small average link (for example, 1) is not popular. The other data are taken from sample data of Cytoscape software. From table III we see that the reduction rate of nodes and edges go beyond 85% when the average link is bigger than
1.9. We also find that bigger average link generally results in better simplification effect. This is because bigger average link generally means more nodes and edges can be removed in RDSG algorithm. Hence, this framework is more suitable for visualizing of graphs with big average link, for example, the graphs from bioinformatic network, social communication network and the Internet.

VI. CONCLUSIONS

The main contribution of this paper is a web-based technique to visualize large graphs that can not be directly displayed in a user’s web-browser. We have presented an argument for our choice of a flash plug-in based implementation over a pure html approach and our choice of returning simplified graph over image-based graph. We have presented a novel algorithm to simplify the large graph and an interactive visualization framework to use the simplified graph as an overview of large graph, so as to find detailed information of nodes in the server with mouse interactions.

The approach used in our framework has three limitations. Firstly, as flash plug-in is used in the client browser and even the latest version of it can not accommodate very large data, while the simplified graph may still be large, the scale of this framework is limited compared with other visualization framework like WiGis. Secondly, this framework is not very suitable for all kinds of large graphs. The RDSG algorithm is not very effective for large graphs with small average link. Thirdly, a more effective and smooth interaction approach between client and server should be developed in finding relations in original graph, while it is still under development now; For the first issue, we can expect the browser and the plug-in to be more powerful, and it is the trend now; For the second issue, a possible improvement over the current algorithm should be considered. For the last issue, we can speed up the extraction algorithm through parallelization, and reduce the data being transferred through compression.
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