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Abstract—This paper proposes an optimized LSB matching steganography based on Fisher Information. The embedding algorithm is designed to solve the optimization problem, in which Fisher information is the objective function and embedding transferring probabilities are variables to be optimized. Fisher information is the quadratic function of the embedding transferring probabilities, and the coefficients of quadratic term are determined by the joint probability distribution of cover elements. By modeling the groups of elements in a cover image as Gaussian mixture model, the joint probability distribution of cover elements for each cover image is obtained by estimating the parameters of Gaussian mixture distribution. For each sub-Gaussian distribution in Gaussian mixture distribution, the quadratic term coefficients of Fisher information are calculated, and the optimized embedding transferring probabilities are solved by quadratic programming. By maximum posteriori probability principle, cover pixels are classified as the categories corresponding to sub-Gaussian distributions. At last, in order to embed message bits, pixels chose to add or subtract one according to the optimized transferring probabilities of the category. The experiments show that the security performance of this new algorithm is better than the existing LSB matching.
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I. INTRODUCTION

The aim of steganography is to hide secret message imperceptibly into a cover, so that the presence of hidden data cannot be diagnosed. But steganography faces the threat of steganalysis. Steganalysis aims to expose the presence of hidden data. How to improve the security of steganography is an important problem.

In Least Significant Bit (LSB) replacement algorithm, the LSBs of cover elements are replaced with message bits. Some structural asymmetry (never decreasing even pixels and increasing odd pixels when hiding message bit) is introduced. It is easy to detect the existence of hidden message. A trivial modification of LSB replacement is LSB matching, which randomly increases or decreases pixel values by one to match the LSBs with the message bits. LSB matching is much harder to detect than LSB replacement algorithm.

The embedding in LSB matching is similar to adding an independent and identically distributed (IID) noise sequence independent of cover. It is well known that values of neighboring pixels in natural images are not independent. Further more, there are complex dependences in the noise component of neighboring pixels [1]. These dependences are violated by LSB matching. Many steganalysis methods utilized this fact [1] [2]. The LSB matching also needs to be improved.

There are two kinds of approaches to improve steganography. The first approach is to preserve a chosen cover model in steganographic methods, such as model-based (MB) steganography[3][4], OutGuess[5], the statistical restoration based steganographic algorithms [6][7], which preserve the first and second order statistics. Another strategy is to minimize a heuristically-defined embedding distortion. The steganography using tri-way pixel-value differencing [8] reduces the quality distortion of stego-image. Matrix embedding methods [9][10][11] minimize the change number of cover elements by linear codes, and the change number is predefined as embedding distortion. Many other syndrome codes steganographic methods, such as steganography using wet paper codes[12], steganographic algorithms using syndrome trellis codes [13][14][15][16], minimize the more complex embedding distortion. According to experiments, the above steganographic methods have the better performance.

In this paper, we propose an optimized LSB matching steganography based on Fisher information. It can
demonstrate the security improvement in the sense of Kullback Leibler (KL) divergence. Firstly, we introduce the relation between KL divergence and Fisher information, and explain why Fisher information can be used to improve steganographic security. Then we present an embedding optimization framework based on Fisher information. In the framework, an embedding algorithm is designed to solve the optimization problem whose objective is minimizing the Fisher Information. The optimized LSB matching algorithm is an instance of the framework. We assume that the groups of pixels in the cover image submit Gaussian mixture distributions. After obtaining the Gaussian mixture distribution of pixel group for each cover image, the optimized embedding transferring probabilities are solved by quadratic programming for each sub-Gaussian distribution. Cover pixels are classified as the categories corresponding to sub-Gaussian distributions. The embedding is operated by the optimized embedding transferring probabilities. The experimental results show that the optimized LSB matching steganography is better than the existing LSB matching in the aspect of security performance.

II. STEGANOGRAPHIC SECURITY AND FISHER INFORMATION

KL divergence between cover and stego distributions can be used to measure the steganographic security [17]. Let the distribution of cover objects be \( P_0 \), and the distribution of stego objects be \( P_2 \). The KL divergence between \( P_0 \) and \( P_2 \) is denoted as \( D(P_0 \| P_2) \). The smaller the \( D(P_0 \| P_2) \) is, the more secure the steganography will be. If \( D(P_0 \| P_2) \) is equal to 0, stego-system is perfectly secure.

The physical interpretation of cover objects is not discussed in [17]. We think that each statistic from a cover can represent the cover object. Here the elements sequence of cover, such as the sequence of the pixel value, or the sequence of Discrete Cosine Transform (DCT) coefficients, is selected as the presentation of the cover object. The elements sequence is denote by \( C = (C_1, C_2, \cdots, C_N) \), where \( N \) is the number of the elements that can be used to embed secret information in a multimedia cover. In the following, we use \( P_0^{(N)} \) and \( P_2^{(N)} \) instead of \( P_0 \) and \( P_2 \). It emphasizes that \( P_0^{(N)} \) and \( P_2^{(N)} \) is \( N \)-dimensional joint probability distribution.

Assuming that \( P_0^{(N)} \) is known and embedding function is fixed, KL divergence \( D(P_0^{(N)} \| P_2^{(N)}) \) is the function of \( \lambda \). KL divergence can also be denoted as \( d_\lambda(\lambda) \). The second derivative of \( d_\lambda(\lambda) \) to \( \lambda \) (when \( \lambda = 0 \) ) is known as steganographic Fisher Information (FI) [18]. It is denoted by \( d_\lambda^2(0) \). When \( \lambda \to 0 \),

\[
D(P_0^{(N)} \| P_2^{(N)}) \approx \frac{1}{2} d_\lambda^2(0) \cdot \lambda^2.
\]

When relative payload \( \lambda \) is fixed, Fisher Information is smaller, and KL divergence will be smaller. Thus Fisher Information can be used for evaluating steganographic security.

Assuming that embedding operations are mutually independent (MI) [19], Fisher Information can be calculated. The probability of cover element being \( x \) and stego element being \( y \) is denoted by the conditional probability \( P(S_\lambda' = y \mid C_\lambda = x) = b_\lambda x, y \in \chi, \lambda \in \chi \), where \( \chi \) is the set of cover and stego elements. The matrix \( B = (b_{\lambda x})_{\chi \times \chi} \), also named as embedding matrix, corresponds to an embedding method. The probability \( b_{\lambda x} \) is also called as the embedding transferring probability. For embedding matrix \( B \), Fisher information is calculated [20]:

\[
d_\lambda^*(0) = \sum_{y \in \chi} \frac{A(y)^2}{P_0^{(N)}(C = y)} N^2, \tag{2}
\]

\[
A(y) = \sum_{i \neq j} \sum_{y \in \chi} P_0^{(N)}(C = y[u/y_i]) \cdot b_{\lambda x}. \tag{3}
\]

Here \( y = (y_1, y_2, \cdots, y_N) \in \chi^N \) denotes the value of cover \( C = (C_1, C_2, \cdots, C_N) \), where \( \chi^N = \chi \times \chi \times \cdots \times \chi \). Here \( y[u/y_i] \) denotes the sequence \((y_1, \cdots, y_{i-1}, u, y_{i+1}, \cdots, y_N) \). It means that \( u \) replaces the item \( y_i \) in \( y \).

The computational complexity of Fisher information is decided by \( N \). We call \( d_\lambda^*(0) \) \( N \)-dimensional Fisher Information. We often simplify the model of the covers in order to calculate KL divergence. For example, the elements of cover objects are IID. But it ignores the correlation among the elements of cover objects. Hence, we suppose that the cover is composed of IID element groups. The elements in a group are correlated, and the number of elements in a group is \( n \). If a group is composed of two elements, we can take the impact of second-order correlation into account. If it includes more elements, we can analyze the influence of "higher order" correlation. For cover \( C = (C_1, C_2, \cdots, C_N) \), starting from the first element \( C_1 \), every \( n \) adjacent elements are divided into a group, whose \( n \)-dimensional joint distribution is denoted by \( P_0^{(n)} \). If \( P_0^{(n)} \) replaces \( P_0^{(N)} \), and \( n \) replaces \( N \) in (2) and (3), we can obtain the calculation formula about \( n \)-dimensional Fisher information corresponding to the element groups. The \( n \)-dimensional Fisher information is denoted by \( d_\lambda^*(0) \). In the following, we focus on decreasing the value of \( d_\lambda^*(0) \) to improve the security of embedding method.

III. THE EMBEDDING OPTIMIZATION FRAMEWORK BASED ON FISHER INFORMATION

In order to improve the steganographic security, we need to find the embedding algorithm whose \( B \) matrix corresponds to the small Fisher information. In general,
the embedding matrix $\mathbf{B} = (b_{xy})_{x,y}$ is usually constant for each cover. For example, in LSB matching algorithm, if the message bit does not match the LSB of the cover pixel, one is randomly either added or subtracted from the value of the cover pixel. That is to say $b_{x+1} = y_{x+1} = 0.25$ and $b_{x} = 0.5$ for each cover. Here we think the probability $b_{xy}$ is variable, and we adjust $b_{xy}$ to minimize $d''(0)$ for each cover, assuming that $P_{0}''(\mathbf{C})$ can be obtained according to one cover. So $\mathbf{B} = (b_{xy})_{x,y}$ can be adapted according to the cover statistical properties, and we can get optimized embedding algorithm.

Here $d''(0)$ is determined by the $n$-dimensional joint probability distribution $P_{0}''(\mathbf{C})$ and embedding matrix $\mathbf{B} = (b_{xy})_{x,y}$. If $b_{xy}, x \in \chi, y \in \chi$ is viewed as variables, Fisher information is the function of $b_{xy}$. To improve the steganographic security, we need solve the optimization problem in which the Fisher information $d''(0)$ is the objective function. Here $n$ is constant, and the optimization problem is

$$B_{\text{optimized}} = \arg \min_{\mathbf{B} \in \mathbb{R}^{n \times m}} \frac{A(y)^{2}}{P_{0}''(\mathbf{C} = y)},$$

with the constraints

$$b_{xy} = 1, x \in \chi, y \in \chi,$$

$$b_{xy} \geq 0.$$

We expand the formula as follows:

$$\sum_{y \in \chi} \sum_{x \in \chi} P_{0}''(\mathbf{C} = y) \frac{A(y)^{2}}{P_{0}''(\mathbf{C} = y)} = \sum_{y \in \chi} \sum_{x \in \chi} \sum_{a \in \chi} \sum_{b \in \chi} P_{0}''(\mathbf{C} = y_{a}, y_{b}) \frac{A(y_{a}, y_{b})^{2}}{P_{0}''(\mathbf{C} = y_{a}, y_{b})} b_{a} b_{b}.$$

We judge the sub-Gaussian distribution category of the pixels which is selected to embedding message bit. At last, if the LSBS of those pixels don’t equal to message bits, the Gaussian distribution, we should modify it according to $B_{\text{optimized}}^k$.

The whole framework of the optimized embedding algorithm is shown in Figure 1. Firstly, we estimate the GMM parameters for the pixel groups in a cover image. Secondly, we obtain the optimized embedding matrix for each sub-Gaussian distribution in GMM. Then we should judge the sub-Gaussian distribution category of the pixels which is selected to embedding message bit. At last, if the LSBS of those pixels don’t equal to message bits, the
pixels should add or subtract 1 according to the transferring probabilities indicated by the optimized embedding matrix corresponding to each category.

\[ i = 1, \cdots, N_1 - 1 \quad \text{and} \quad j = 1, \cdots, N_2 - 1, \] where \((N_1 - 1)(N_2 - 1)\) samples in total; at last, every two adjacent pixels in the vice diagonal direction.

\[ \sigma_k \] denote the weights of the sub-Gaussian distribution \(\mathcal{G}(m_k, \sigma_k)\). Here \(m_1, \cdots, m_N\) and \(\sigma_1, \cdots, \sigma_K\) constitute the mean vector and covariance matrix of sub-Gaussian distribution respectively, and \(\sigma_k\) denote the weights of the sub-Gaussian distributions, where \(k = 1, 2, \cdots, K\). In the following, we discuss how to estimate the parameters \([m_k, \sigma_k, \pi_k]_{k=1,2,\cdots,K}\) for each cover image. The pixel group is made up of two adjacent pixels in greyscale image, then \(\chi = \{0, 1, \cdots, 255\}\). The embedding matrix of LSB matching is adjusted as follows: Use \(x, x = 1, 2, \cdots, 254\), to represent the value of the selected cover pixel. If the secret message bit is different with the LSB of \(x\), and \(x\) is not equal to 0 or 255, we add 1 with the probability \(b_{x+1}\), or subtract 1 with the probability \(b_{x-1}\). The probabilities \(b_{x+1}\) and \(b_{x-1}\) are the variables in optimization problem. There are 254 \(\times\) 2 unknown variables in all. We suppose that the secret message bits have been encrypted. They are pseudo-random bit streams. We think that half of pixels’ LSBs are equal to the message bits. So \(b_{x+0.5} = 0.5\), and the new LSB matching embedding matrix becomes

\[
\begin{pmatrix}
0.5 & 0.5 & 0 & \cdots & 0 & 0 & 0 \\
0 & b_{0,0} & 0.5 & \cdots & 0 & 0 & 0 \\
0 & 0 & b_{0,2} & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & b_{0,4} & \cdots & 0 & 0 \\
0 & 0 & 0 & 0 & b_{0,254} & \cdots & 0 \\
0 & 0 & 0 & 0 & 0 & b_{0,254} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.5 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.5 \\
\end{pmatrix}
\]  

\[ \text{(9)} \]
For each sub-Gaussian distribution of GMM, we need to obtain the corresponding optimized LSB matching embedding matrix, denoted as $B^k_{\text{optimized}}$, $k = 1, \cdots, K$.

Here the pixel group is made up of two adjacent pixels, and the optimization problem is simplified as

$$B^k_{\text{optimized}} = \arg \min_{B} f_k(B),$$

(10)

$$f_k(B) = \sum_{i=1}^{N} \sum_{j=1}^{N} \left( \sum_{a, b} P_{a,b}(y_i, y_j = a) \right) \left( \sum_{a, b} P_{a,b}(y_i, y_j = b) \right) b_{a,b} b_{a'.b'},$$

(11)

The constraints are

$$b_{0,0} = 0.5, \quad b_{0,1} = 0, \quad b_{1,0} = 0, \quad b_{1,1} = 0, \quad b_{0,0} = 255,$$

(12)

This optimization problem is a quadratic programming. The standard form of quadratic programming is

$$\min \frac{1}{2} x^T H x + c^T x,$$

where $x = \{x_1, x_2, \cdots, x_n\}$ is a row vector, and $H$ represents the quadratic coefficient matrix. By arranging matrix $B$ into a row vector, we can get the standard form. The elements of $H$ are the corresponding coefficients in (6).

The complexity degree of quadratic programming depends on the element number of $x = \{x_1, x_2, \cdots, x_n\}$. The element number of $H$ is the square of the element number of $x$. If computer memory can not store matrix $H$, we need to iteratively calculate. It is slow.

Here, though the amount of elements in matrix $B$ is $256 \times 256$, many matrix elements are 0 in our algorithm because $b_{y} = 0$ when $|x-y| \geq 2$. If $b_{xy}$ is 0, its corresponding quadratic coefficient has no effect on the quadratic function. There are $766 \times 766$ nonzero elements in $H$, which need to be stored in the computer memory. They are $b_{x+1,y}, b_{x,y+1}$, where $x = 1, 2, \cdots, 254$, $b_{y,x} = 0.5$, where $x = 0, 1, \cdots, 255$, $b_{x,y} = 0.5$ and $b_{255,254} = 0.5$. PC can store them. So we use quadratic programming function in Matlab software to solve the optimized transferring probabilities $b_{x+1,y}$ and $b_{x,y+1}$.

C. Judging the category of Pixels

In the existing LSB matching algorithm, if the message bit does not match the LSB of the cover pixel, one is randomly either added or subtracted from the value of the cover pixel. In our optimized LSB matching algorithm, if the message bit does not match the LSB of the cover pixel, we need judging the category to which the pixel belongs at first. The embedding matrix of the 4th category is $B^k_{\text{optimized}}$. We add or subtract 1 by the probability $b_{x+1,y}$ or $b_{x,y+1}$ in $B^k_{\text{optimized}}$.

Now we explain the method of judging the category of each sub-Gaussian distribution of GMM, working out the matrix $B^k_{\text{optimized}}$ with the right horizontal adjacent pixel $C_{i,j+1}$. Note that if $C_{i,j}$ is at the right edge of the image, then we can use the left horizontal adjacent pixel $C_{i,j-1}$ to constitute the pixel group. Then based on the value of the pixel group $y = (C_{i,j}, C_{i,j+1})$ or $y = (C_{i,j+1}, C_{i,j})$, the posterior probabilities of each sub-Gaussian distribution is calculated as follows:

$$P(k \mid y) = \frac{P_{a,k}(C = y) \pi_k}{\sum_{k=1}^{K} P_{a,k}(C = y) \pi_k}, \quad k = 1, 2, \cdots, K.$$

(13)

The pixel $C_{i,j}$ is categorized according to maximum posteriori probability principle

$$k_{\text{optimized}} = \arg \max_{k=1,2,\cdots,K} P_{a,k}(C = y) \pi_k,$$

(14)

where $k_{\text{optimized}}$ denotes the category of pixels $C_{i,j}$ to be determined.

D. Embedding and Extraction Algorithm

The embedding process of the optimized LSB matching steganography is summarized as follows:

Input: cover image $\{C_{i,j}\}$ which has $N = N_1 \times N_2$ pixels, $M$ bits encrypted secret message, stego-key $k_i$.

Output: stego image $\{S_{i,j}\}$.

Step(i): Model the two-dimensional probability distribution of two spatial adjacent pixels as GMM, and estimate the parameters of GMM according to the pixel group samples from cover image $\{C_{i,j}\}$.

Step(ii): For each sub-Gaussian distribution $P_{a,k}(y)$ of GMM, work out the matrix $H$ by calculating the coefficients of nonzero $b_{x+1,y}$ and $b_{x,y+1}$ in objective function $f_k(B)$ according to (11), then solve the quadratic programming problem (10), and get the optimized embedding matrix $B^k_{\text{optimized}}$ corresponding to each sub-Gaussian distribution.

Step(iii): Calculate the rate of pixels used for embedding, which is denoted as $\lambda = M / N$. The rate is equal to the relative payload in general sense. According to $\lambda$ and the stego-key $k_i$, select the set of image pixels $\{C_{i,j}\}$ to embed message bits;
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B. Minimum error probability metric

We also use the steganalysis detector in the literature[1]
to compare the security of two steganography methods.
The steganalysis detector is famous in the realm of steganalysis and steganography. We use the second-order SPAM features with $T=3$ and first-order SPAM features with $T=4$ respectively. There are 686 dimensions in the second-order features, and 162 dimensions in the first-order features. With regards to machine learning, we use soft-margin SVMs with a Gaussian kernel of width $\gamma$. Soft-margin SVMs penalize the error on the training set through a hyper-parameter $C$. In this section, the minimum error probability in (15) is used to evaluate the security. The steganography, with larger $P_E$, is more secure than that with smaller $P_E$.

In the experiment, the parameters $C = 300$ and $\gamma = 5$. Note that we didn’t using a grid-search with five-fold cross-validation on the training set to obtain the best $C$ and $\gamma$ as in [1]. The reason is that we only need to find out which steganography has larger $P_E$. We needn’t the best detector with the best $C$ and $\gamma$. The grid-search is time consuming. As a result, the values of $P_E$ in our experiments is larger than that in the literature [1]. But it is trivial to compare the security of two steganographic methods.

Table I demonstrates the security performances of the existing LSB matching steganography and the optimized LSB matching steganography. From table I, with each relative payload, the minimum error probability $P_E$ of the optimized LSB matching is larger than that of the existing LSB matching. So the optimized LSB matching is more secure than the existing one. On the other hand, the distinction of the minimum errors of two steganography decreases when the relative payload become small. Thus the larger the $\lambda$ is, the more the security improvement of the optimized LSB matching is. The results are consistent with the results in V-A section.

### VI. SUMMARY

We present an optimized LSB matching algorithm. The probabilities of adding or subtracting one for embedding, which is also named as the embedding transferring probabilities, are determined by solving an optimization problem. We demonstrate that Fisher information is the quadratic function of the embedding transferring probabilities. Assuming that the groups of pixels in the cover image can be modeled as GMM, we obtain Gaussian mixture distribution of pixel group for each cover image. Based on it, the optimized embedding transferring probabilities are solved by quadratic programming for each sub-Gaussian distribution. The experiments show that the security performance of this new algorithm is better than the existing LSB matching.

Furthermore, the principle of improving the security in our optimized LSB matching algorithm is different with that of stegnography using syndrome coding. The
optimized embedding method here can be combined with them. The reason is that many steganographic algorithms based on syndrome coding [12][13] don’t define the specific modification operation (adding or subtracting 1) on cover elements, and our optimized LSB matching algorithm can be utilized to decide which operation to be selected. The combination of two kinds of algorithms may further improve the security.
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